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Local Semantics in Head-Driven Phrase Structure
Grammar

Manfred Sailef

1 Introduction

Semantic research is generally divided ifgwical semanticéL. S) andcompositional semanti€€S).

LS is concerned with the relation between a semantic furartdrits arguments, either in terms of
semantic selectional restrictions in terms oflinking, i.e., the relation between syntactic comple-
ments and semantic argument slots. CS focuses on the wayi¢h Wie semantic contributions of
constituents in a sentence are combined to arrive at thegpnetation of the sentence. The central
notion here is the scope of quantifiers and other operatdns devision of labor in semantics has
its parallel in syntax, which, for example, is evident in #hevs. A-bar syntax of Government and
Binding Theory. In the case of syntax, the modularizatiod tre interaction of the two “kinds” of
syntax have been studied fairly thoroughly. On the semaidie, however, the relation between the
two kinds of semantics is still not so well understood.

In this paper we will contribute to the study of the LS-CS rfdee by reviewing two empirical
phenomena, linking and selectional restrictions. We wilgmse a distinction between local and non-
local semantics which will be embedded in a general linguikeory,Head-Driven Phrase Structure
Grammar(HPSG, Pollard and Sag (1994)). We have chosen HPSG bedasse rigidly formal-
ized linguistic framework (Richter, 2004), and for both LSJeCS it offers a number of substantial
proposals to build on. In recent years techniquesirderspecified semanti¢gave become popu-
lar within HPSG (Egg, 1998; Egg and Erk, 2002; Copestake.e2@03; Richter and Sailer, 1999,
2004a). We will demonstrate that these techniques allowe uketine a modular devision of the two
kinds of semantics within a linguistic sign.

In the rest of the introduction we will characterize what welerstand by docal phenomenon
and present the structure of a linguistic sign as given insthedard form of HPSG. In Section 2
we will discuss two local semantic phenomena. In Section 3wligoresent a concise introduction
to the framework ofLexical Resource Semanti@ghich can incorporate the LS-CS distinction. A
conclusion will round off this paper in Section 4.

1.1 Local Phenomena

We will try to illustrate what we understand bylacal phenomenon in contrast teonlocal phe-
nomena. Local phenomena are typically determined by lexical properties @ncern the relation
between a head and its dependents. In contrast torthispcalphenomena are largely independent

*I am grateful to Olivier Bonami, Frank Richter, Jan-Philigpehn, and to the CSSP reviewers for their comments.
Thanks also to Guthrun Love for her help with the English.
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Figure 1: Architecture of a linguistic sign according to B2&d Pollard and Yoo (1998)
[phrase i
PHON  phonological structure
[synsem

i [HEAD  part of speech, case, J.|
CATEGORY |VALENCE valence

|ARG-ST argument structure
SYNSEM |LOCAL [semantic structure

QUANTS list of scopal elements
NUCL  main predicate

QSTORE quantifier store

CONTENT

| NONLOCAL F;ied-piping
|[DTRS  constituent structure

of concrete lexical items, referring instead to structyralperties. They may also go beyond direct
head-dependent relations.

In syntax, categorial selection and case assignment aaépbenomena. On the semantic level
the corresponding phenomena are selection, in particeitaastic selectional restrictions, and the as-
signment of thematic roles. On the syntax-semantics exterive find argument structure alternations
such as dative shift, passive and such like and linkingthemapping between semantic arguments
and syntactic complements. These phenomena are all lota isense that one only needs to con-
sider the projection of a head in order to formulate the ragtigs. On the other hand they typically
involve a high degree of lexical idiosyncrasy.

Let us next turn to a number of nonlocal phenomena. In symtéacion is by far the most
extensively discussed nonlocal topic. Similarly piedipgpand, depending on the theory, scrambling
fall in this category. Analogous nonlocal semantic phenoanare the scope of semantic operators
(such as negation, quantifiers, or tense). Those phenomertgpacally accounted for by general
principles of the grammar. Often they apply to larger syitadomains, in particular they may be
“unbounded”.

1.2 Thearchitecture of HPSG

One of the major empirically motivated changes from the prssentation of HPSG in Pollard and
Sag (1987) to recent versions of the theory, starting withaRband Sag (1994) (PS94), is the incor-
poration of the local-nonlocal distinction within the artelcture of a linguistic sign. This has been
quite successful for syntax, but less so for semantics.gareil we will outline the architecture of a
linguistic sign of PS94, with slight modifications in the samtics.

HPSG signs comprise the phonological structure (as valtigedfHON attribute), the constituent
structure as theAUGHTERS (DTRS) value and a so callesiynsenstructure as itSYNSEM value. In
the latter thexoNLOCAL value may, among others, specify whether or not a sign azhtagap. In
theLocAL value we find the part-of-speech (within taeAD value), and the syntactic valence.

There is also @ONTENT attribute, whose value contains the entire semantic streicif a sign.
An HPSG-specific representation is very often chosen fors#raantic structure. TheONTENT
value of a verb contains a specification of the verb’s seroaelation and of its arguments within the
NUCL(EUS) value. TheQUANT(IFIER)S list contains quantifiers which have scope over the nucleus.
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Nouns do not have the attributescL andQUANTS; instead theicONTENT value contains amDEX
feature which expresses the referential index of the nodra®ESTRICTIONSSet. The proposal also
incorporates a Cooper store mechanism (Cooper, 1975, 1&83)ded with th@sToREvalue.

In PS94 the attribute@sTorREwas defined on the sosign Therefore the surface position of a
quantifier determined its smallest possible scope. Comrsglyuthe de dictoreading could not be
derived in sentences suchAsinicorn appears to be approachingee PS94, p. 328). This empirical
deficiency was solved in Pollard and Yoo (1998) by incorpoga sTOREINnside thelocal structure.
Building on this, Przepidrkowski (1998) argues for incluglpSTOREINside theCONTENT value. In
Figure 1 we adopted this suggestion.

The argument structureRG-sT) of a sign contains theYNSEMvalues of the signs it selects. This
reveals two insights: Firstly, properties of the phonologyf the constituent structure of a selected
element cannot be selected for. Secondly, sswesentontains both the syntactic category and the
semantics, PS94 acknowledges that a selector can impagpoat as well as semantic restrictions
on the selected elements.

The HPSG architecture of a linguistic sign assumes a shatipction between syntactic category
(realized withinsynsenmas theCAT(EGORY) value) and syntactic structure (within tbegrs value).

In fact the syntactic phenomena characterized above alsdarall treated in PS94 at the word level
and concern relations within treyNSeEM value of a word. Unbounded dependencies, on the other
hand, are treated by a global principle of the grammar. Whhile distinction is made clear in the
syntax, all of the semantics are gathered withintbeAL value.

In the following section we will look at local semantic phenena and we will demonstrate that
there is no empirical motivation for having quantifiers ohet semantic operators as part of the
LOCAL value, where they are visible for selectors. Consequengiywll draw a line between local
semantics and logical form which will be analogous to thesiim between syntactic category and
constituent structure.

2 Local Semantics

In this section we will discuss two local semantic phenomdinking and semantic selectional re-
strictions. We will demonstrate that the architecture igufe 1 is not restricted enough since neither
of these phenomena manifest a need to refer to semantictorgeoa scope.

2.1 Linking

Linking is the mapping between semantic roles and syntactimplements. Our discussion will
focus on linking constraints as formulated in Koenig and i®42003)! To illustrate the way in

which linking is expressed within HPSG consider the examplEla). In (b) we will describe the
word movedas it occurs in (a).

(1) a. Pat moved the car.

1See e.g. Davis and Koenig (2000) for an earlier version df theory and Kordoni (2003) for an overview of the
HPSG literature on linking.
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['word
PHON (moved
[synsem i
I THEAD  verb 1
synsem synsem
ARG-ST y NE] Y
b CAT LOC CONT INDEX LOC CONT INDEX
SYNS SUBJ 1
LoC VAL <>
comPs ([3])
move-rel
CONT |NUCL |CAUSER
CAUSALLY-AFFECTED

The description in (1b) combines the architecture of a lisiyuisign outlined in Figure 1 with the
proposal of Koenig and Davis (2003). The description shdwas the argument structure of the verb
contains twasynsenobjects. The entire semantic contribution of the two argumean be found in
thesesynsenobjects. However, only thevDEX information is relevant for linking. In Koenig and
Davis (2003) linking constraints are expressed as impdinat constraints of the form in (2).

(2) Linking constraint (adapted from Koenig and Davis (2003

word

CAT [ARG-ST<NP, >} =|sL [
SL
CONT[NUCLEUS cause-re]

CAT [ARG-ST <[L CONT INDEX [1]], . >}

CONT {NUCLEUS [CAUSER ]}

(wheremove-relis a subsort otause-re)

Stated informally, this constraint expresses that if a woad an NP as its first element on the
ARG-ST list and introduces a semantic constant of sause-rel then the index of the first syntactic
argument and the value of tllausER thematic role are identical.

With this linking constraint, the identity between tineDEX value of the first element in the
ARG-ST list of movein (1b) and thecAUSER value need no longer be stipulated, as it follows directly
from the linking theory. Analogous linking constraints Mehsure the identity between the second
complement and theAUSALLY-AFFECTED value.

Linking constraints such as in (2) indicate that linking e¢eived as a local phenomenon in the
sense characterized above: Firstly, linking constrairesf@mulated for words. Secondly, linking
involves only a head and its direct dependents. Thirdly,kinel of information used in linking
constraints are the semantic constant contributed by the, tiee thematic roles which are defined for
this constant, the syntactic category of the selected elesvand their indices.

It is reasonable to assume that this locality applies tarigkn general. Nonetheless, the archi-
tecture of linguistic signs as outlined in Figure 1 wouldaddow for linking constraints which refer
to the particular quantificational nature of the complemént(3) we will state the antecedent of a
hypothetical linking constraint. This constraint wouldelenine the linking of a&ause-relpredicate
in the case in which its first syntactic argument containsraetueved universal quantifier (i.e., has
aforall object in itSQSTORB.

(3) Hypothetical linking constraint:

CAT |:ARG—ST <{LOC CONT QSTORE<- .- [foral], >} >H =

SYNS LOC
CONT [NUCLEUS cause-re]
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(if the first argument contains an unretrieved universahgiar, then . ..)

We require that an adequate structure of signs should exdhul formulation of this kind of
linking constraint. The cause of the problem with the curt#RSG architecture lies in the absence
of a strict separation between LS and CS.

2.2 Semantic Restrictions

While linking is a widely discussed topic within HPSG, serti@amestrictions are largely ignored
(with the exception of Androutsopoulos and Dale (2000)8&etic restrictions have been discussed
in comparison to categorial selection in Chomsky (196)tlyeir status in grammar remains unclear.
We cannot develop a theory of semantic restrictions heteyéuwvill demonstrate that they are a local
phenomenon, and do not refer to clausal semantic propeviiesvill address two kinds of semantic
restrictions based on a distinction exemplified in Lang @)98ortalandselectional restrictions

2.2.1 Sortal Restrictions

It has been established that sortal differences are impididagrammar (see Dolling (1994), Chier-
chia (1998), Krifka (2003) among others). In this subsecti@ will consider primarily the analysis
in Krifka (2003). Krifka assumes a semantic ontology whiohtains kinds, groups, individuals and
numbers. These are encoded as semantic types. In a typedt&gerepresentation language deter-
miners and predicates can impose type requirements onsir@iantic arguments. This can account
for the fact that a bare singular noun cannot occur as an aguaf a verb which requires a kind

(see ()R
(4) * Dodo is extinct.

At first glance the data in (5a) seem to suggest that the @the extinctcan restrict the quan-
tificational status of its complement. However, adopting ticher semantic ontology, the contrast
follows from the fact thaevery dodaexpresses a quantification over individuals. In the web exam
ple (5b) the quantification is over kinds, and consequeh#yuniversally quantified NP is compatible
with the type requirements of the verb.

(5) a. The dodo/ *Every dodo is extinct.

b. Wenn noch vor zehn Jahren jede Art des Positivismus afgeat@ben . . . galt,
‘While 10 years ago every kind of positivism was still coresied . . . extinct, ...’

A predicate does not restrict the quantificational aspefcits @arguments, but the type of its ar-
gument can be restricted. Quantifiers may have the effectpaf shifting which accounts for the
apparent sensitivity to particular determiners in (%a).

2The dodo was a flightless bird of Mauritius, extinct in theH@entury.
3Analogously we expect that the inherently distributive oliective nature of predicates suchdis andbesiegecan
be captured respectively by the subtle sortal distinctions
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2.2.2 Sdectional Restrictions

Besides the sortal restrictions discussed in the previobisextion there are other more fine-grained
semantic restrictions which a verb can impose on its comgidsn They are usually callesglectional
restrictions In (6) an example is presented.

(6) a. HanfluckteeinePusteblume.
Hans picked a dandelion

b. ?? Hanpflickteein Buchaus demRegal.
Hans picked a book fromthe shelf

The German verpflickenand its English translatiopick impose the same sortal restrictions on
their argument. Nonethelegs]Uckenis restricted to flowers and fruits. As illustrated in (b)istis
not the case for Engligbick. Note also that selectional restrictions are independethiecoccurrence
of particular quantifiers or other semantic operators:

(7) Hanshatzwei/ alle Pusteblumegepflickt/pflickenwollen.
Hans hastwo/ all dandelions picked/ pick want

‘Hans picked/ wanted to pick two/ all dandelions.’

Within generative grammar the oddness of sentences su@bass(considered to follow from
world knowledge rather than from the grammar (see for exaBphnis and Hoekstra (1989, p. 23).
The reason for this is that the context may improve the tata:

(8) a. ?? Tom ate a keyboard.

b. Tom cannot eat a keyboard. (Androutsopoulos and Dald),300.5)

It should be noted that the repair effect of the context in {8lsystematic, while the selectional
restrictions are idiosyncratic. l.e. itis an idiosynargdroperty ofeatto be compatible only with food,
but it is a general property of the negation to allow for thelation of selectional restrictions. This
shows that selectional restrictions qualify as a local sgimmgphenomenon: They are idiosyncratic
properties of a lexical item and involve the semantic propgiof a head and its dependents, but they
are indifferent with respect to semantic operators.

There is a difference between sortal restrictions and sefead restrictions. Chomsky (1965)
already distinguishes between two kinds of semantic featusne group being of relevance to the
grammar, the other being more pragmatic in nature. We follawg (1994) in defining this dis-
tinction in terms of sortal versus selectional restricsioselectional restrictions are more subtle —
for example, they allow us to distinguish between flowers lamoks, and they can be violated more
readily.

To our knowledge Androutsopoulos and Dale (2000) is the stugly which proposes an account
of selectional restrictions within HPSG. The authors metliwo different possible analyses, depend-
ing on whether the phenomenon is treated as primarily pragroaprimarily semantic. For both
analyses the verb needs only to have access tonthiex value of its complements. In the first case
it adds a restriction of this index to the context. In theralédive analysis they assume a complex

4Classical examples for this argument can be found in Chor(i$§5, p. 158).
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Figure 2: The architecture of semantics

[phrase T
PHON phonological structure
synsem
CATEGORY local syntactic structure
SYNSEM LOCAL

CONTENT [local semantic structure |
NONLOCAL pied-piping

LOGICAL-FORM [logical expressions associated with the sign|

|DTRS constituent structure

hierarchy below the soihdex The verbeatthen requires a complement whass®EX value is a
subsort okedible

The HPSG architecture in Figure 1 makes the index of the cenmghts available to the verb.
However, the rest of the semantic contribution of the comglets is also accessible. Thus there
could in principle be a verb that can only take a universallggified subject. Clearly such a selec-
tional restriction is as implausible as the hypothetigailng constraint in (3) and should therefore be
excluded by the structure of linguistic entities.

In this section we have looked at local semantic phenomena.h&Ve demonstrated that the
semantic information referred to in the description of thpeenomena includes the basic semantic
constant of a word, and its index. Yet, in the current architee of semantics in HPSG, all of the
semantics of a word are available for imposing lexical restms on the relation between a head and
its dependents.

3 Lexical Resource Semantics

Lexical Resource Semanti€¢kRS) is an alternative system for combinatorial semanhddPSG.
Richter and Sailer (2004a) give a detailed presentatioheframework. LRS combines techniques
of underspecified semantics (Reyle, 1993; Bos, 1996; Piik&l6) with the properties of an HPSG
grammar. LRS departs from the HPSG tradition in that it aesianstandard semantic representation
language such as Ty2 (Gallin, 1975) as the logical form ohéesee. Expressions of this representa-
tion language are encoded as objects of am@dningful-expressiofme see Sailer, 2003). In LRS
the semantic contribution of a sign is not considered a sioghtentobject, it is rather conceived of
as a list of subexpressions of the final logical form. Thisdkaf semantic representation is called
discontinuousn Richter and Sailer (20044).

In LRS we can establish a distinction between local and neatisemantics which is analogous
to the distinction between syntactic category and corestitgtructure. The resulting architecture is
presented in Figure 2.

We assume two attributes for semantics: the local semapiresentation appears as t@NTENT
value withinLocAL. The clausal semantics, i.e., the logical form of a clausesttutes the OGICAL-FORM
(LF) value. We will briefly present how nonlocal semantics isldedh in LRS, and then explain our
assumptions about local semantics.

5This discontinuous approach proved successful in the sisalja number of nonlocal semantic phenomena: German
multiple interrogatives (Richter and Sailer, 2001), Hohegative concord (Richter and Sailer, 2004a,b), scopégarity
in Dutch (Bouma, 2003), and Afrikaans tense phenomenagiSaid04).
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3.1 Nonlocal Semantics

This subsection will be exclusively devoted to ttrevalue. We will go through a simple example
which illustrates the combinatorial mechanism of LRS. THeattribute in Figure 2 takes values of
sortlrs. In (9) we will give the appropriateness conditions for thist.

(9) Appropriateness conditions of the slvst

Irs

EXTERNAL-CONTENT me
INTERNAL-CONTENT me
PARTS list(me)

The PARTS list contains all the subexpressions which are contribbied sign. In an utterance,
these subexpressions together constituteE®ERNAL-CONTENT (EX-CONT) value, i.e. the overall
logical form associated with that sign. The attribINEERNAL- CONTENT (IN-CONT) is needed for
the definition of the combinatorial principles of LRS. It sges the scopally lowest expression in a
head projection.

In the following we will illustrate how to derive the two reiads of the sentence in (10).

(10) a. Everyone loves something.

b. V3-reading:vx[human’(x) — Jy[object’(y) A 3e[love’ (e x,y)]]]
Jv-reading:3y[object’ (y) A Vx[human'(x) — Je[love’ (e, x,y)]]]

Figure 3: The structure of sentence (10)
S
EX-CONTY
IN-CONT love’(e,X,y)
|:P (Fe.@,love’(e,x,y),Fy[d A &g],d Ag,obf (y),VX[a — B],a — B, human’(x))]
love’(e,x,y) < 8

NP VP
|:EX-CONTVX[C{ — B ] EX-CONTY
IN-CONT human’(x) |:IN-CONT love’(e,X,y) ]
P (VX[a — B],a — B,human’(x)) P (Je.p,love’ (e x,y),3y[d A €], d A €,0bj (y))
human’(x) < a love’ (e, X,y) < €
everyone
\% NP
|:EX-CONTy } |:EX-CONT Y[ AE] }
IN-CONT love’ (g, X, Y) IN-CONT object’ (y)
P (Je.g,love’ (e x,y)) P (Jdy[dA€],d Ag,obj(y))
love’(e,x,y) < @ obj(y) < o
loves something

In Figure 3 we summarized our analysis of sentence (10). &mastic contributions of the words
are indicated on the leaves of the tree. PaaTslist (P) of the NPeveryonecontains the universal
guantifier, the variable bound by this quantifier, the restrn to humans and the implication, i.e.,
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the indication of how the restrictor and the nuclear scomrikhbe connected in the interpretation.
However the restrictor and the nuclear scope are not fukkeidied, which we mark by lower case
Greek lettersd, 3, ...). The lexical entry oéveryonealso specifies that the expressimman’(x)
must be part of the quantifier's restricforWe indicate this by the constraihtiman’(x) < a in
the figure. The relation<” encodes subexpressionhood. The semantic contributiGomiething
is analogous to that afverything The verb contributes the semantic constam¢’ together with
the argument variables. Note that we assume an eventudlitynente for verbs. The verb also
contributes the existential quantification over this Viale

TheLF value of a phrase is fully determined by ttrevalues of its daughters and the way in which
the daughters are syntactically combifethis is regulated in the SuANTICS PRINCIPLE (SP). The
SP states that thex-coNT and theIN-CONT values of a phrase and its head daughter are identical.
ThepARTslist of the phrase consists of all the elements offReTslists of the daughters. In addition
the SP specifies further requirements depending on thecigs#ructure. For our example, one such
requirement is relevant: if the nonhead is a quantified Néh theIN-CONT value of the head is a
subexpression of the nuclear scope of the quantifier iEieoNT value of the nonhead.

The effect of the SP has already been integrated in the tregure 3. Note that the expression
love’(e,x,y) is required to be whithin the scope of both quantifiers. THatike scope of the two
guantifiers is not constrained by the grammar. ERecONT value of the sentence must consist of all
the elements of iteARTS list, and must respect the indicated subexpression comistra his leaves
two options for theex-CONT value,y: the two readings given in (10b).

The mechanism presented so far is very similar to other sysstehich build on techniques of
underspecified semantics. Within HPSMinimal Recursion SemanticdRS, Copestake et al.,
2003) is particularly popular. It should be emphasized tth@imain argument of this paper applies to
MRS just as well as to LRS. In fact the locality of semanti@stbn is sometimes mentioned in MRS
publications. Nonetheless, no detailed argumentatiorbbars presented so far, nor has this locality
been reflected in the linguistic architecture. We have ana&S because it uses a standard semantic
representation language, which allows us to integrate&dorms from the literature directly.

3.2 Local Semantics

After this brief presentation of the combinatorial meclsams of LRS we will indicate how local se-
mantics can be integrated into the system. We will assuntdtibaralues of the attributeONTENT

in Figure 2 are objects of the sadntent In (11) we will specify the sort hierarchy and the appropri-
ateness conditions below the soointent

(11) The sorcontent content
INDEX extended-index
MAIN  me

Our CONTENT values are a considerably simplified compared to the strestin PS94. This is,
of course, partly due to the fact that some of the semantiddsurs transferred into the nonlocal

6The PARTs lists are abbreviated in this paper for better readabilityfact, thePARTS list of everyonealso contains
the expressiong human’, human’(x).

"For simplicity we assume the narrowest possible scopgeaind ignore its potential scopal interaction with other
quantifiers.

8The LF value is a semantic representation, not the semantic déotf a sign. Thus, LRS obeys “systematicity”
(Halvorsen, 1995), but is not strictly compositional.
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Figure 4: Description of the woreveryone
[PHON (everyong i

[HEAD noun
CAT ]

| ARG-ST ()
[nom-obj
SYNS LOC NUM sg 1]
CONT |INDEX [PERS 3rd} and human’(x) < o
VAR X

| | MAIN  human’
EX-CONT VYX[a — 3]

LF [IN-CONT human’(x)
PARTS  (¥X[a — B],a — B,human’(x)) ]

semantics. Alcontentobjects have amDEX and aMAIN attribute. The value of theAIN attribute
of a word is the major semantic constant contributed by tlwsdwThe attributeNDEX has values of
the sortextended-indexvhich we will define in (12)

(12) The sorextended-index  extended-index
PHI  index
VAR me

This new index has two attributesyil andvAR. The values oPHI are structured as prescribed by
the sortindexin PS94, i.e., they include the attributesRSON NUMBER andGENDERWwhich encode
the traditional tp-features”. The value of the attribut@RrR contains an expression of the semantic
representation language. In simple cases it is an indiVidar@able. ThevAR value corresponds
intuitively to the referential semantic argument of theiN value. Thus, in the case of a quantified
NP, thevAR value is the variable which is bound by the quantifier. FobsdhevARr value is an
eventuality variable.

The PS94 theory draws heavily on thabEX, in particular for Binding Theory, which we would
like to preserve. However, in PS94 verbs do not have an inttexur approach, following Soehn
(2003), we have an attributeDEX defined for all parts of speech, including verbs. While améwe
ality variable is needed in the semantics, it is not cleartivrsp-features are necessary. In order to
establish this we could assume that H#te value of verbs is of a new subsortiofiex calledno-phi
Alternatively we would have to make sure that thiel values of verbs do not play any role in the
grammar. In both cases the verbsi value would not be mentioned in the lexicon.

We will illustrate the interplay between tl@NTENT value and theF value with the description
of two words in Figures 4 and 5. The quantified BNeryonen Figure 4 has a third person singular
PHI value. ItsvAR value ) is the variable bound by the quantifier. ThaiN value expresses the
main semantic constant contributed by the NP: the resiridb humans.

The INDEX PHI value of the verb in Figure 5 is not specified. WsR value is an event variable
e and itsMAIN value is the constantve’. Since thevAR value of the verb’s complements are part
of the synsenstructures on the verb’sRG-ST list, they are accessible for the identification of the
argument positions déve’ on therAaRTSlist (love’(e,X,y)). The semantic typing dbve’ guarantees
the correct semantic type for ther values, which are, in the present case, individdals.

9See section 3.2.1 for a refinement.
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Figure 5: Description of the wordves
[PHON (loves
HEAD verb

CAT CAT [HEAD noun CAT [HEAD noun
ARG-ST { |L i
SL CONT[INDEX VAR X| CONT[INDEX VAR Y|
INDEX VAR e]

CONT /
MAIN love

EX-CONT ¥y
LF [IN-CONT love'(eXx,y)
| |PARTS  (Je.@,love’(ex,y))
and love’(e x,y) < @

This brief illustration demonstrates that the informatimtessary for linking and sortal restric-
tions are present in the new architecture for semantics. n@ajor concern in Section 2 was that
the traditional HPSG architecture does not adequatelyiceite kinds of linking constraints or se-
lectional restrictions which can be imposed by a head. Itiqudar it was possible to write linking
constraints which referred to the presence of quantifiethéncomplements (see (3)). In the new
architecture a constraint of this kind can no longer be fdatea, since the quantificational impact of
a complement is located entirely in it6 value, and thus is not accessible to the selecting head.

It is in line with the literature on linking and also with thieeory of selectional restrictions in
Androutsopoulos and Dale (2000) to assume that semant&taiais are ordered hierarchically. In
the HPSG encoding of Ty2 (Sailer, 2003), the snehas a subsoonstantwhich has a maximally
specific subsort for each constant of Ty2. It is very natusaihtorporate a more elaborated sort
hierarchy belowconstant To illustrate this, we will introduce a new subsort @fnstant called
cause-rel All semantic constants whose first semantic argument cantéspreted as a causer will
be subsorts of this new sort. Linking constraints can th&ésr te these more general supersorts in the
usual way.

This sort hierarchy belowonstantis not only the basis for generalization on linking, it cascal
be seen as a conceptual organization of the constants. Bh@dimpose is mainly fulfilled by the
ordering of verbal predicates, the second by the orderingpofinal predicates. Thus there will be a
sortfoodwhich will haveapple chocolate etc as its subsorts. Such conceptual hierarchies areywidel
used in computational linguistic applications such as Gé&tet (Kunze and Wagner, 2001). Since
the semantic constant of a complement is now visible to asetehead, selectional restrictions can
be expressed. We leave it to further research to determiweliese restrictions will be spelled out,
I.e. whether in terms of the semantic or the pragmatic ptogseof the head.

After this general outline of local semantics in LRS, we welaborate on some details in the
following subsections. In Section 3.2.1 we will identifyses in which theNDEX VAR value of a
syntactic dependent does not appear directly as a semaguimant of the head. Section 3.2.2 will
be concerned with the distinction betweRaIN andIN-CONT. Finally, in Section 3.2.3 we will
investigate the potential objection that, contrary to augioal goal, the proposed architecture allows
heads to impose conditions on which quantifiers may appefaeinargument positions.
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Figure 6: Local semantics tfie/every car

NUM sg
PHI |GEN neutr
INDEX
PERS 3rd
VAR Xe
MAIN  car’et

3.2.1 Complement INDEX versus Argument Type

In the simple example in (10) the velvesoccurs as outlined in Figure 5. Here, thdbEX VAR
values of the syntactic arguments appear as semantic angsiofehemMAIN constantove’. This is,
however, not the case in general. Consider for example thiedbforms of the following sentences
one of which contains a definite NP, the other a universalntitied NP

(13) a. Mary likes the green car.
Jellike’ (e, m, 1X[car’(x) A green’(X)])]
(whereix;[@] denotes an individua of type T such thaf[Ax.¢]|(a) = 1 if there is exactly
one such individual, otherwise the denotation is undefjned.

b. Mary likes every green car.
Vx[[car' (x) A green’(x)] — Jeflike’ (e, m,X)]]

For both direct object NPs we assume the same local semémniatise, as given in Figure 6. In
the logical form thevAr valuex is bound by an operator which is introduced by the determitier
iota-operator in the case tife, and the universal quantifier in the caseweéry Since the iota-operator
conserves the semantic type, batandix|car’'(x) A green’(x)] are of typee, and, thus, compatible
with the type requirements of the constékd’.

As a consequence, the lexical entry of a verb will requirdg tha VAR values of its syntactic
arguments occunsidethe semantic argument slots of 2N constant. However, they do not need
to beidenticalto these arguments slots. To illustrate this, consider tikne of the lexical entry of
like in Figure 7.

In this lexical entry the argument slots of tlkaiN value are not filled explicitly, instead of this,
it is merely specified that some expressions of tepeill appear here. The linking information
is, however, preserved, since we state thatvike value of the first syntactic argument must be a
subexpression aff and thevARr value of the second syntactic argument must be a subexpnessi
B.

The case of definite NPs is the simplest instance of a misnattheen thevaArR value of a
syntactic argument and the corresponding semantic argush@n The following two sentences,
guoted from Krifka (2003), can be treated similarly.

(14) a. Atthe meeting, Martians presented themselves assakmtinct.

b. At the meeting, Martians claimed [to be almost extinct].

10The semantics of the definite NP is a simplified version of troppsal in Krifka (2003).
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Figure 7: Outline of the lexical entry of the velike
[PHON (like) T

[HEAD verb
) CAT [HEAD nouni
CAT CONT[INDEX VAR X]||’
ARG-ST

CAT [HEAD noun and like’(e,a,B) < @
" lcont [INDEX VAR Y] and x< o

) andy<f

SL

CONT

-INDEX VAR €
MAIN Iike’e(e(et))

EX-CONT Yy
LF [IN-CONT like'(e a,f)

PARTS  (Jeg,like’(e,a,p))

The subjecMartiansbinds respectively a reflexive pronoun or an unexpresse@eédwa subject.
The standard HPSG analysis assum&E X identity between the subjebtartiansand the reflexive
pronounthemselvesn (14a), and betweeMartians and the unrealized subject of the infinite VP
in (b). On the other hand, as Krifka (2003) argues, the soesrictions of the predicates are not
compatible with each other, i.qaresentandclaimrequire an individual (or a group individual) as its
first semantic argument. The predicaextinct however, requires a kind.

Since binding is expressed as the identitynabex values, we will have to demonstrate that, in
our approach, the binder and the bindee can indeed havertreevgs& values in our approach. The
nounMartian has an individual variable as it&\R value. Following Krifka (2003) we assume that
the plural operator can have the effect of creating a grodpvitual or a kind. In both cases, the
operator will bind the variable of the noun®Rr value. Thus, whileMartiansandthemselvefave
differenteEX-CONT values, they can still have identicadr values.

These examples served to illustrate the distinction betwleevArR value of a syntactic argument
and the corresponding semantic argument slots of predicatiee present discussion relies heavily
on the possibility of integrating standard semantic regméeations into HPSG. For example, with the
semantic representations used in PS94, it would not be obVviow the data should be represented.

3.2.2 MAIN VErSuUSINTERNAL-CONTENT

The simple example in (10) has also glossed over anothertargalistinction which we want to cap-
ture in LRS. In the case @veryoneandlovesmentioned above, theAIN value was very similar to
theIN-CONT value. The scope possibilities of opaque predicates su@easanfehlen(be missiny
indicate that this need not be the case. In (15) we will givexample with two possible readings.
In (16) we will outline the lexical entry of the vefiehlen

(15) EineSchraubédehilt.
a screw ismissing

de rereading:3x[screw’(x) A 3e[be-missing’(e,"A P."P(x))]]
de dictoreading:3e[be-missing’(e,"A P.3x[screw’(x) A "P(x)])]
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(16) Ouitline of the lexical entry dehlen(be missing

"PHON (fehler) ]
HEAD verb
CAT CAT [HEAD noun
ARG-ST( |LOC
SYNS |LOC CONT [INDEX VAR X and be-miss.(...) 4 @
conT [INDEX VAR € /] and "P(x) <
MAIN be-miss.
EX-CONT y
LF |IN-CONT “P(x)
PARTS  (Je.p,be-miss. (e, "AP.5),"AP.5,"P(x))

Note that themAIN value of the verlfehlenis the constanbe-missing’ but this constant does
not appear in theN-CONT value. Instead, the scopally lowest subexpression canéibby the verb
fehlenis the expressionP(x). In accordance with what we have said above about the SP, thiken
verb combines with the subjeeine Schraubéa screw as in (15), the SP only requires that the verb’s
IN-CONT value be in the scope of the quantifier. Since tNisSCONT value is the expressionP{x),
this requirement is met in both readings. On the other harttigide dictoreading, the main semantic
constant of the verbe-missing’ is not in the scope of the quantifiek.

3.2.3 LessConstrained than Intended?

It seems that we have achieved our goal of constructing & $ecaantics which does not give access
to the quantificational behavior of the selected elememigalticular linking cannot made depen-
dent on quantificational aspects of the syntactic argumamdsr the reasonable assumption that the
antecedent of a linking constraint should only mentiongt®sem value of a word.

It should be noted, however, that the-CONT value of a word may also impose conditions on the
overall semantics. Sinaex-CONT is part ofLF, operators and quantifiers are accessible there. For
example, if we specify thex-coNT value in the lexical entry of a verb accordingly, the verbldou
enforce narrow scope for one of its arguments. A correspglgypothetical lexical entry is outlined
in (17).

(17) Parts of a hypothetical lexical entry:

word
SYNS LOC CAT ARG-ST<. ..[LOC CONT INDEX VAR X].. >
LF [EX-CONT ...3x[...]...]

The lexical entry in (17) specifies that ther value of a syntactic argument)(must be bound
by a certain quantifier within thex-coNT value of the verb.

In this context it becomes relevant that the-CONT domain of a head is relatively restricted.
For nouns it does not extend beyond the operator which bimElsadun’svAr value. For verbs the

1170 deal with cases such a& unicorn appears to be approachirthe SP in Richter and Sailer (2004a) specifies that
the IN-CONT value of a raising verb is identical with the-coNT value of its infinitival complement. Thus we account
for the narrow scope readings withoupaTOREmMechanism or ®UANTS list in LOCAL. This principle also ensures that
the IN-CONT values are shared in verbal complexes in German and othgudaes which are analyzed as instances of
argument raising in HPSG (Hinrichs and Nakazawa, 1989).
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EX-CONT is clause-bound. Syntactic arguments can in general taterwscope than thex-CoNT
of their head. This is illustrated with the examples in (18).

(18) a. [A representative from every city] was present.
Vycity’ (y) A Ix[representative’ () A from’(x,y) A be-present’(x)]]

b. Peter believed [that someone from Spain had called]
Ix[from-Spain’(X) A believe’(p, “call’(x))]

In the logical forms in (a) and (b) we have underlined #xeCONT value of the noumepresen-
tativeand the verlralledrespectively. It can be seen that a quantifier introduced dgpeendent of
these words can outscope the underlined subexpressiohe tdgical form. In (a) there is a case
of inverse scoping of the PP complemdram every city in (b) the de rereading of an indefinite
complement NBomeone from Spais given.

This indicates that the quantificational characteristita @yntactic argument can only be re-
stricted by a lexical specification as in (17) if the scopendd tjuantifier is also restricted. But, in this
case, we are dealing with a genuine clausal semantic pyopert

At presentitis unclear whether there are lexical entrieskvéxploit the potential outlined in (17).
The Englishthereconstruction is a possible candidate. It has been notad‘definite NPs” are
excluded in sentences such as (19).

(19) a. There are two/ some students in the park.

b. * There are both/ the students in the park.

Zucchi (1995) argues that the presuppositions of “defifM&s are not compatible with the fe-
licity conditions of the construction. In a reply to this Kea (2003) provides a characterization of
the class of NPs which are permissibletieresentences in terms of their semantic entailments. If
Keenan'’s approach is correct, it seems that our claim frooti@e2.2 that lexical heads are ignorant
with respect to the quantificational nature of their depetglaeeds to be revised.

What is most crucial in the light of our discussion, howeverthe fact that the NPs ithere
sentences cannot have wide scope. This is reflected by thinéa¢20a) can have bothde re and
ade dictereading, whereas (20b) can only have tleedictoreading.

(20) a. Jane believes that a spy was in her office.

b. Jane believes that there was a spy in her office.

In the de dictoreading the scope of the indefinite is within the-cONT value of the embedded
verb. This, however, is exactly the domain which is madelalobe for quantifier constraints in lexical
entries.

We conclude that lexical entries of the form outlined in (fMyht be needed. Our architecture of
semantics embodies strong restrictions on which kinds ahtfier-sensitivity of a lexical head can
be expressed: a lexical head can only restrict the quaniifiicd aspects of one of its complements if:
() the head also constrains the scope of these quantifiegjiathis scope is narrow, i.e., within the
head’sex-CONT. These restrictions seem to be empirically correct, ans, throvide further support
for our proposal.

1\\e are grateful to Olivier Bonami for pointing these casestous.
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4 Conclusion

In this paper we made an attempt to establish a connectiovebatLRS and the research on local
semantic phenomena. Because of space limitations we calyighresent the main motivation and the
technical realization of the proposal. We demonstratetithaising LRS it is possible to establish a
distinction between local and combinatorial semanticsclvis analogous to the distinction between
syntactic category and constituent structure.

We motivated this split in semantics empirically. In pautar, the formulation of linking con-
straints and the expression of semantic restrictions cbeldhown to be immune to CS properties
of the selected elements. We made use of the modular orgianiz# linguistic objects in HPSG
to express this restriction in the architecture of a signe mbw architecture of local semantics has
proved to be (i) more restrictive than the traditional HPSGppsal and (ii) still compatible with
current analyses of LS and CS phenomena.
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