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Avant-propos

Les articles regroupés dans ce volume ont tous été présentés au cours de la cinquieme
édition de CSSP, colloque de syntaxe et de sémantique qui s’est tenu a Paris en octobre 2003.
Comme lors des précédentes éditions, le comité scientifique a sélectionné des travaux en
syntaxe et en sémantique alliant a la fois le souci des problemes empiriques et la recherche

‘une présentation des données de langue dans un cadre formel et explicite.

Les éditeurs souhaitent remercier les membres du comité scientifique de CSSP (en dehors
des éditeurs eux-mémes, C. Beyssade, F. Corblin, D. Godard et J.-M. Marandin) pour leur aide
dans la préparation de ce volume, et en particulier pour le travail de relecture auquel ils ont
accepté de participer.

The articles collected in this volume have all been presented at the fifth edition of CSSP, the Conference
on Syntax and Semantics that was beld in Paris in October 2003. As for the previous editions, the scientific
committee bas selected papers on syntax and semantics that combine the study of an empirical problem with
a presentation in a formal and explicit framework.

The editors wish to thank the members of the CSSP scientific committee (apart from the editors
themselves, C. Beyssade, F. Corblin, D. Godard and J.-M. Marandin) for their belp in the preparation of
this book, and in particular for accepting to participate in the reviewing process.

Olivier Bonami & Patricia Cabredo Hoftherr
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The distribution and interpretation of Welsh

N-words’
Robert D. Borsley & Bob Morris Jones

1. Introduction

Like many languages, Welsh has a set of n-words, nominal or adverbial elements which seem to be
semantically negative. These include neb ‘no one’, dim byd ‘nothing’, ddim ‘not’, byth ‘never’, and
nunlle ‘nowhere’. Unlike their English counterparts, Welsh n-words have a restricted distribution,
being excluded from a variety of contexts. Although they are apparently semantically negative, a
single negation interpretation is normal where a sentence contains two n-words. In this paper, we
will show that there is a complex and challenging body of data here. We will argue, however, that a
storage-based analysis of the kind that is developed within Head-driven Phrase Structure Grammar
(HPSG) for French by De Swart and Sag (2002) can provide an illuminating account of this data.
The analysis involves two main ideas: (a) that negative elements can only have certain clausal
constituents as their scope, and (b) that a sentence with two negative elements can have a single
negation interpretation if and only if they have the same scope.

There are considerable differences between formal or literary Welsh and informal or
colloquial Welsh. Some work has concentrated on the former and some on the latter. We will focus
here on informal Welsh, which, it seems to us, is particularly interesting in this area.’

The paper is organized as follows. In section 2, we provide some necessary background
information about negative heads. Then, in section 3, we turn to n-words and consider their
semantic status, and in section 4, we will look at their distribution. In section 5, we will outline the
storage-based analysis. Next, in section 6, we will look at some data which seems problematic but
which we will argue is no problem. In section 7, we will consider the possibility of a single
negation interpretation for sentences with two n-words or an n-word and negative head. Finally, in
section 8, we summarize the paper.

2. Negative heads

Before we can look in detail at n-words, we must say something about negative heads, which play
an important role in Welsh negation.

" An earlier version of this paper was presented at the Fourth Celtic Linguistics Conference at the University of
Cambridge in September 2003. The issues discussed here are discussed more fully in Borsley and Jones (forthcoming).
In exploring these issues, we have benefited from comments from and/or discussion with a number of people, especially
Dani¢le Godard and Manfred Sailer. Any bad bits are our responsibility.

" our examples, some of the spellings are modified to reflect spoken forms (e.g. welish instead of formal welais). We
discuss the differences between formal and informal negation in Borsley and Jones (forthcoming: chapter 2).



8 R.D. Borsley & B.M. Jones

Welsh has a distinction between what we refer to in Borsley and Jones (forthcoming:
chapter 3) as weak and strong negative heads. The former are always verbs and sometimes have a
distinctive form but are often identical to positive forms. A situation where a weak negative head
has a distinctive form is illustrated in (1). The more common situation is illustrated in (2).

(1)a. Mae Gwynyn  cysgu.
be.PRES.3SG Gwyn PROG sleep
‘Gwyn is sleeping.’

b. Dydy Gwynddimyn  cysgu.
NEG.be.PRES.3SG Gwyn NEG PROG sleep
‘Gwyn is not sleeping.’

(2)a. Fydd Gwyn yn cysgu.
be.FUT.3SG Gwyn PROG sleep
‘Gwyn will be sleeping.’

b. Fydd Gwyn ddim yn cysgu.
be.FUT.3SG Gwyn NEG PROG sleep
‘Gwyn will not be sleeping.’

All the examples highlight the fact that Welsh is a VSO language, with verb-subject order in finite
clauses. The distinguishing property of weak negative verbs is that they must be accompanied by a
negative dependent. This may be either a post-subject adverb, as in (1b) and (2b), a subject, as in
(3), or a complement, as in (4).”

(3) Does neb ynyr ardd.
NEG.be.PRES.3SG no one in the garden
‘No one is the garden.’

(4) Welish i neb.
see.PAST.3SG I no one
‘I saw no one.’

A distinctive weak negative form without an appropriate negative dependent is ungrammatical. (5)
is ungrammatical because it does not contain a negative dependent, while (6) is ungrammatical
because the negative dependent is not a complement but just part of the complement.

(5) *Dydy Gwyn yn cysgu.
NEG.be.PRES.3SG Gwyn PROG sleep
‘Gwyn is not sleeping.’

(6) *Dydy Gwyn wedi gweld neb.
NEG.be.PRES.3SG Gwyn PERF see  no one
‘Gwyn hasn’t seen anyone.’

In Borsley and Jones (2001, forthcoming) we propose that both post-verbal subjects and post-
subject adverbs are complements and that the requirement on weak negative verbs is simply that
they have a negative complement.

% Does is a form that appears in sentences with a negative subject, whereas dydy appears in other sorts of negative
sentence. Some varieties of Welsh have toes and tydy.



The distribution and interpretation of Welsh N-words 9

Welsh has a number of types of strong negative head. One type is a verb in a subordinate
clause preceded by the particle na (nad before a vowel).* (7) illustrates.

(7) Wn i[na fydd Sioned yn gweithio heno].
know.PRES.1SG I NEG be.FUT.3SG Sioned PROG work  tonight
‘I know that Sioned will not be working tonight.’

As this example makes clear, a strong negative head does not require a negative dependent. Another
type of strong negative verb is certain distinctive negative forms of the copula found in southern
dialects. (8) illustrates:

(8) Sa i’n gwbod.
NEG.be.PRES 1 PROG know
‘I don’t know.’

Other strong negative verbs are the pure negative verb forms peidio, which is used to negate a non-
finite clause, and paid and peidiwch, which form negative imperatives. These are illustrated by the
following:*

(9) (Mi/Fe) geisiodd Gwyn [beidio (ag) ateb 'y cwestiwn].
AFF  try.PAST.3SG Gwyn NEG with answer the question.
‘Gwyn tried not to answer the question.’

(10) Paid/  Peidiwch (3) dod yma.

NEG.SG NEG.PL with some here
‘Don’t come here.’

As these examples show, these forms combine with a non-finite VP optionally preceded by the
preposition & (ag before a vowel). Further strong negative heads are the preposition heb ‘without’ in
(11) and the homophonous aspect marker in (12).

(11) Ma’ Sioned wedi croesi’r fford heb  edrych.
be.PRES.3SG Sioned PERF cross the road without look
‘Sioned has crossed the road without looking.’

(12) Ma’ Sioned heb  gyrredd.
be.PRES.3SG Sioned without arrive
‘Sioned has not arrived.’

(12) means the same as (13), which contains the basic negative adverb and the perfect aspect
marker.

3 We assume that na(d) forms a constituent with the following verb and that it may in fact be a prefix. However, this is
not particularly important in the present context. Welsh also has negative subordinate clauses which are just like
negative main clauses. Thus, we can have (i) instead of (7).
(i) Wn ifydd Sioned ddim yn gweithio heno.

know.PRES.1SG 1 be.FUT.3SG Sioned NEG PROG work  tonight

‘I know that Sioned will not be working tonight.’
* Peidio appears in (9) as beidio as a result of mutation, certain morphophonological alternations affecting initial
consonants. Mutation is of little importance in the present context, and we will pass over most instances without comment.
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(13) Dydy’ Sioned ddim wedi cyrredd.
NEG.be.PRES.3SG Sioned NEG PERF arrive
‘Sioned has not arrived.’

All the strong negative heads allow a negative dependent, as we will see in section 4.

3. The semantic status of n-words

We turn now to Welsh n-words and first their semantic status. At least three different views of the
nature of n-words can be found in the literature. One view, developed, for example, in Zanuttini
(1991), Haegeman and Zanuttini (1996), and De Swart and Sag (2002), is that they are negative
quantifiers or operators. Another, advocated in such works as Laka (1990) Ladusaw (1992), Richter
and Sailer (1998), and Rowlett (1998), is that they are indefinites which must appear within the
scope of negation. A third view, advanced especially in Giannakidou (2000), is that they are
universal quantifiers which must take scope over negation. It may well be that each of these views
is right for n-words in some language. A number of considerations suggest that they are
semantically negative in Welsh.

First, they can be used as an elliptical negative answer to a question. We have examples like
the following:

(14) A: Pwy welest ti?
who see.PAST.2SG you.SG
‘Who did you see?’
B: Neb.
‘No one.’
(15) A: Be welest ti?
what see.PAST.2SG you.SG
‘What did you see?’
B: Dim byd.
‘Nothing.’
(16) A: Wyt ti n gweld Sionedy  dyddiau 'ma?

be.PRES.2SG you.SG PROG see  Sioned the days here
‘Do you see Sioned these days?’
B: Byth.
‘Never.’
(17) A: Lle  fuost ti neithiwr?
where be.PAST.2SG you.SG last-night
‘Where were you last night?’
B: Nunlle.
‘Nowhere.’

This is only to be expected if n-words are semantically negative. In contrast, it seems problematic
for alternative views of n-words, in which they are not negative.

Second, the fact that weak negative verbs are commonly identical in form to positive verbs
means that an n-word is often the only element which distinguishes a negative sentence from an
affirmative sentence. (2b) is a relevant example. On the face of it, it would be odd to claim that it is
the verbs in such examples and not the n-words that are semantically negative.
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Third, sentences with two n-words can often have a double negation interpretation, given the
right intonation. Thus, the following are ambiguous, as indicated:

(18) Does neb yn deud dim byd.
NEG.be.PES.3SG no one PROG say nothing
‘No one is saying anything.’ (single negation)
‘No one is saying nothing.” (double negation)
(19) Alla’ 1ddim gneud dim byd.
can.PRES.ISGINEG do  nothing
‘I can’t do anything.’ (single negation)
‘I can’t do nothing.” (double negation)

Similar facts have been observed in French (De Swart and Sag 2002, Mathieu 2001). It is hard to
see how double negation interpretations could arise if n-words were not semantically negative.

Thus, there is a variety of evidence that Welsh n-words are semantically negative. We will
assume that the main n-words are negative quantifiers. Following De Swart and Sag’s (2002)
analysis of French pas, we will assume that the basic negative adverb, ddim, is a pure negative
operator which does not bind any variables. We will also assume that strong negative heads are
associated with this operator.’

Of course, if these elements are semantically negative, we need to explain how it is possible
for a sentence with two n-words or an n-word and a strong negative head to have a single negation
interpretation. We will consider this matter in section 7.

4. The distribution of n-words

As we noted at the outset, Welsh n-words are excluded from a variety of contexts.

First they are impossible in unambiguously affirmative declarative sentences. There are two
main types of examples. The present tense of the copula has certain third person forms beginning
with m-, which are confined to affirmative declarative sentences. We see one of these forms in (1a).
This cannot co-occur with an n-word, as (20) shows:

(20) *Mae Gwyn ddim yn cysgu.
be.PRES.3SG Gwyn NEG PROG sleep
‘Gwyn is sleeping.’

We have similar data with the third person plural form maen. Welsh also has two preverbal particles
which may mark an affirmative declarative sentence, mi, which is typically used in northern areas,

> As we might expect, a double negation interpretation is also possible in at least some examples containing a strong
negative head and an n-word. The following illustrate:
(1)a. Mi geisiodd Gwyn beidio (38) deud dim byd.
AFF try. PAST.3SG Gwyn NEG with say nothing
‘Gwyn tried not to say anything.’ (single negation)
‘Gwyn tried not to say notthing.’ (double negation)
b. Paid/ Peidiwch (&) gweld neb.
NEG.IMPV.2SG NEG.IMPV.2PL with see  no one
‘Don’t see anyone.’ (single negation)
‘Don’t see no one.”  (double negation)
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and fe, which is typically used in southern areas. (We saw these elements in (9).) They also cannot
co-occur with an n-word. Thus, we have (21a) but not (21b) or (21c¢).

(21)a. Mi/Fe fydd Gwyn yn cysgu.
AFF be.FUT.3SG Gwyn PROG sleep
‘Gwyn will be sleeping.’

b. *Mi/Fe fydd Gwyn ddim yn cysgu.
AFF  be.FUT.3SG Gwyn NEG PROG sleep
‘Gwyn will not be sleeping.’

c. *Mi/Fe fydd neb yn cysgu.

AFF  be.FUT.3SG no one PROG sleep
‘No one will be sleeping.’

Second, n-words are impossible in the infinitival complement of a finite verb.

(22) (Mi/Fe) geisiodd Gwyn [ddeud rhywbeth/*dim byd].
AFF try.PAST.3SG Gwyn say  something nothing.
‘Gwyn tried to say something/nothing.’

Third, they are impossible in an affirmative imperative.

(23) Ffonia/  Ffoniwch Gwyn/*neb.

phone.2SG phone.2PL Gwyn no one
‘Phone Gwyn/no one.’

Thus, an analysis of Welsh n-words must exclude them from these contexts.

Where, then, can n-words occur? As we have seen, they can occur in a clause headed by a weak
negative verb, and in fact one must occur. (1b), (2b), (3) and (4) illustrate. They can also occur in a
constituent headed by a strong negative head although no n-word is required. (24) shows that an n-
word can occur in a subordinate clause with a verb preceded by na(d). (25) shows that an n-word
can occur with a southern negative form of the copula. (26) shows that a n-word can appear in an
infinitival complement headed by the strong negative verb peidio. (27) shows that they can appear
in imperatives with the strong negative verbs paid/peidiwch. Finally, (28) and (29) show that they
can appear in a phrase headed by the strong negative preposition heb and the homophonous aspect
marker.

(24) Wn i[na fydd Sioned ddim yn gweithio heno].
know.PRES.1SG I NEG be.FUT.3SG Sioned NEG PROG work  tonight
‘I know that Sioned will not be working tonight.’
(25) Sa iwedi gweld neb.
NEG.be.PRES I PERF see  no one
‘I haven’t seen anyone.’
(26) (Mi/Fe) geisiodd Gwyn [beidio (2) deud dim byd].
AFF  try.PAST.3SG Gwyn NEG with say nothing.
‘Gwyn tried to say nothing/not to say anything.’
(27) Paid/ Peidiwch (2)  ffonio neb.
NEG.SG NEG.PL with phone no one
‘Don’t phone anyone.’
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(28) Groesodd Sioned y fford heb  weld dim byd.
crossed Sioned the road without see nothing
‘Sioned crossed the road without seeing anything.’

(29) Ma’ Sioned heb  fyta dim byd.
be.PRES.3SG Sioned without eat nothing
‘Sioned has not eaten anything.’

These, however, are not the only contexts in which an n-word may appear.
We saw earlier that n-words are impossible in the infinitival complement of a finite verb.

They can occur, however, in certain infinitival constituents. They can appear in an infinitival
complement of non-finite verb, as (30) illustrates. They can also appear in an infinitival
complement of an adjective (31), in a non-finite clause in subject position (32) and in a non-finite
adverbial clause (33).
(30) Dw i’n licio [gneud dim byd].

be.PRES.ISG I PROG like do  nothing

‘I like doing nothing.’
(31) Mae n well [deud dim byd].

be.PRES.3SG PRED better say nothing

‘It’s better to say nothing.’
(32) Ma’ [byta dim byd] yn  ddrwgi ti

is eat nothing PREDbad for you(SG)

‘Eating nothing is bad for you.’
(33) [ar Ol (gneud dim byd trwy ’r bore], mi weithiodd yn galed

after do  nothing through the morning PRT worked ADYV hard

yny p’nawn.

in the afternoon

‘After doing nothing in the morning, he worked hard in the afternoon.’

In all these cases, the infinitival constituent may contain the negative verb peidio, but it is not
required.

There are two further contexts in which n-words may appear. First, they can appear in what
are traditionally known as ‘absolute clauses’. These are typically introduced by a coordinating
conjunction, especially a ‘and’, and contain a subject and the kind of phrase that can appear as the
complement of the copula, i.e. an aspect phrase containing an aspect marker and a non-finite verb, a
predicate phrase containing the particle yn and an AP or NP, or a prepositional phrase. The
bracketed absolute clause in (34) contains an n-word.

(34)O’n i’n llithro yn araf dros yr ochr, [a Megan
be.IMPF.1SG I PROG slip slowly over the side and Megan
yn deud dim byd].
PROG say nothing
‘I was slipping slowly over the side and Megan was saying nothing.’

Finally the adverb ddim, in addition to appearing in post-subject position, can appear as a
premodifier of certain predicative constituents. (35) illustrates.
(35) Mae Sioned wedi bod [ddimyn  dda].

be.PRES.3SG Sioned PERF be NEG PRED good

‘Sioned has been not well.’
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Whereas it is licensed by a weak or strong negative verb when it appears in post-subject position,
we assume that it licenses itself here. It also licenses other n-words, as the following show:

(36)a. Dw i’n dal [ddim yn gweld dim byd].
be.PRES.1SG I PROG continue NEG PROG see  nothing
‘I still can’t see anything.’
b. Dw i’n cofio Mair [ddim yn helpu neb].
be.PRES.1SG I PROG remember Mair NEG PROG help no one
‘I remember Mair not helping anyone.’

5. A storage-based approach

In this section, we will develop an HPSG storage-based approach to the data that we have just
presented, drawing on De Swart and Sag’s (2002) analysis of French.

For HPSG, quantifiers, including negative quantifiers, are stored and retrieved from storage
at certain clausal nodes which constitute their scope. Assuming this approach and assuming a flat
structure analysis for VSO clauses, we can propose the following schematic representation for (3).

(37) S
QUANTS < [NOx, x a person] > }

CONTENT o
{NUCLEUS [x is in the garden]

STORE {}

N T

\Y% NP PP
[CONTENT X }

STORE {[NOx, x a person]}

does neb yn yr ardd

Here the CONTENT of the n-word neb is a variable but it is associated with a negative quantifier in
storage. This quantifier is retrieved at the sentence level and incorporated into the value of
QUANTS. We suggested earlier that the negative adverb ddim is a pure negative operator which
does not bind any variables. This suggests that (1b) has something like the following representation:
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(38) S

QUANTS < [NO] >

CONTENT . ,
NUCLEUS[Gwyn is sleeping]

STORE {}

\Y NP Adv AspP
[STORE {[NOJ}]
dydy Gwyn ddim yn cysgu

We also suggested that strong negative heads include this operator as part of their meaning. This
suggests that we have something like the following representation for the complement in (7).

(39) S
QUANTS < [NO] > }

CONTENT . ) .
{NUCLEUS [Sioned is working]

STORE {}

/\

\% NP AspP
[STORE {[NO]}]

na fydd Sioned yn gweithio

A central question for this approach is: where can negative quantifiers be retrieved from
storage? Clearly, they can only be retrieved at positions with an appropriate CONTENT value,
hence only at a clausal node. However, there is more to be said here. We know that n-words are
licensed in some contexts but excluded from others. We suggest that this is because the associated
quantifier can only be retrieved at some clausal nodes.

The following examples suggest that the context that licenses an n-word is also the position
which is the scope of the associated quantifier, the position, in other words, at which it is retrieved
from storage:

(40)a. Dw iddimisio 1 ’r dynion helpu neb.
be.PRES.1SG I NEG want to the men  help no one
‘I don’t want the men to help anyone/no one.’
b. Dw iisio i 'r dynion beidio helpu neb.
be.PRES.1SG [ want to the men NEG help no one
‘I want the men not to help anyone/no one.’
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In (40a) neb is licensed by the weak negative verb dw in the main clause, whereas in (40b) it is
licensed by the strong negative verb beidio in the subordinate clause. Alternative translations for
these examples would be as follows:

(41)a. There is no one that I want the men to help.
b. I want there to be no one that the men help.

These translations make it fairly clear that we have a quantifier with the whole sentence as its scope
in (40a) and a quantifier with just the subordinate clauses as its scope in (40b). Thus, it seems
plausible to suggest that a context licenses an n-word if and only if it allows a negative quantifier to
be retrieved from storage. Of course, we have to explain how the examples in (40) can have a single
negation interpretation. We will consider this matter in section 7.

Assuming that the conclusion we have just reached is sound, an account of the data
presented in the last section must restrict the contexts in which a negative quantifier can be retrieved
from storage. How can we characterize the contexts which allow retrieval? Before we can answer
this question we need a classification of heads. Simplifying somewhat, we will assume a feature
POL(ARITY) with the following values:

(42) pol

geﬁ’/////A\\\\\\ﬁég
/\/\

pos weak-neg strong-neg

Here we have thee fully specified values: pos(itive), weak-neg(ative), and strong-neg(ative), and a
completely unspecified value pol(arity). We also have two partially specified values: gen(eral),
which is equivalent to pos or weak-neg, and neg(ative), which is equivalent to weak-neg or strong-
neg. The former provides for the many verb forms which are ambiguous between a positive and a
weak negative status. The latter helps us to characterize the contexts which allow retrieval.

Assuming the feature values in (42), contexts headed by a weak or strong negative head can
be characterized as follows:

(43)
phrase
HEAD[POL neg]

This, then, is one context in which retrieval is allowed, exemplified by (1b), (2b), (3), (4) and (24)-
(29)

A second context in which retrieval is possible is provided by certain infinitival constituents.
It is not at all clear how those infinitival constituents which allow retrieval should be distinguished
from those which do not. We will simply mark those contexts which allow retrieval as ‘F’. We can
say, then, that we have retrieval in the following context:
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(44)
phrase
HEAD [VFORM inf |
VFV

This is exemplified by (30)-(33).

Turning now to ‘absolute clauses’, we will assume that the various phrases that can appear
as the predicate are all marked [PRED +]. This means that we have retrieval in the following
context:

(45)
phrase
HEAD[PRED +]
SUBJ <>

The [SUBJ <>] specification ensures that this is a clause. This context is exemplified by (34).

Finally we must consider constituents containing ddim as a premodifier. Ddim modifies a
[PRED +] phrase. Thus, what we have here is a [PRED +] phrase whose first daughter is ddim.
Thus, we can say that we have retrieval in the following context:

(46)
phrase
HEAD[PRED +]
DTRS < [FORM ddim],... >

This context is exemplified by (35) and (36).

What we need to say is that if a negative quantifier is retrieved from storage then we have
one of these four contexts. When a negative quantifier is retrieved from storage we have the
following structure:

(47) [STORE {......}]

[STORE {... [neg-quant] ...}]

In other words, we have a constituent with no negative quantifier is storage, one of whose daughters
has a negative quantifier is storage. Thus, we need to say that if we have this structure, then we have
(43), (44), (45) or (46). This is what the following constraint says:
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(48)
STORE {......} 5
DTRS<...,,[STORE{...[neg - quant]...}],...>
phrase
phrase )
( v |HEAD[VFORMinf || v

HEAD[POL neg] -
phrase phrase
HEAD[PRED +]| v | HEAD[PRED +] )
SUBJ <> DTRS < [FORM ddim],... >

Given this constraint, the various ungrammatical examples that we have cited earlier will all have a
negative quantifier in storage. We can assume that non-embedded or root constituents are required
to have an empty STORE by the following constraint:

(49) [ROOT +] = [STORE {}]

This, then, is why the various ungrammatical examples are ungrammatical.

The combination of (48) and (49) accounts for the ungrammaticality of various examples.
However, we have not in fact ensured that the context that licenses an n-word is also the position at
which the associated quantifier is retrieved. There is no problem with the examples in (40) because
both only have a single retrieval context. Consider, however, the following:

(50) Dw iddimisio 1 ’r dynion beidio helpu neb.
be.PRES.1SG I NEG want to the men NEG help no one
‘I don’t want the men not to help anyone.’

This can be paraphrased as (51a) but not as (51b).

(51)a. I don’t want there to be no one that the men help.
b. There is no one that I want the men not to help.

It seems, then, that the quantifier can only be retrieved in the subordinate clause although the main
clause is also a retrieval context. It looks, then, as if we need to say that if a quantifier can be
retrieved then it must be. We can do this by requiring that the contexts which allow retrieval may
not have a negative quantifier in storage. The following constraint does this:
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(52)
phrase phrase
phrase .
{ } v |HEAD[VFORMinf]| v | HEAD[PRED +]
HEAD[POL neg]
'F' SUBJ <>
phrase
v | HEAD[PRED +] ) 2 = ([STORE {... [neg-quant] ...}])

DTRS < [FORM ddim],... >

This constraint is also very relevant in connection with premodifying ddim. This negates the
following constituent. Thus, (53) has the meaning indicated and cannot mean ‘Sioned has not been
well’.

(53) Mae Sioned wedi bod ddimyn  dda.
be.PRES.3SG Sioned PERF be NEG PRED good
‘Sioned has been unwell.’

(52) entails that ddim yn dda must not have a negative quantifier in store. Hence the negation
associated with ddim is restricted to this constituent. The constraint also ensures that the negative
operator associated with a strong negative head has the associated phrase as its scope. This will be
important below.

There is one further matter that we must consider here. De Swart and Sag propose that
quantifiers are retrieved not at the phrasal level but at the lexical level. More precisely, they propose
that the head of phrase may retrieve a quantifier from the store of one of the non-heads. This
approach is viable where it is clear from the head that the phrase is one that can be negated.
However, this is not the case in two of the contexts that are relevant here. The head of an absolute
clause will be indistinguishable from the head of a [PRED +] phrase that is not the predicate of an
absolute clause. Similarly, the head of [PRED +] phrase modified by ddim will be indistinguishable
from a [PRED +] phrase not modified by ddim.® It seems, then, that some retrieval must take place
at the phrasal level, and one might assume that all retrieval does.

6. An apparent problem

We want now to look at some data which seems problematic for the approach that we have just
developed. We will argue that there is in fact no problem here.

Welsh has certain non-finite clauses introduced by what looks like the preposition i ‘to’, ‘for’,
which resemble English for-to clause. The following illustrates:

® De Swart and Sag do not discuss French expressions like the bracketed sequence in (i), in which a negative adverb appears
as pre-modifier.
(1) [Ne pas parler frangais] estun grand désavantage ence cas.

NEG NEG speak French is a big disadvantage in this case

‘Not speaking French is a big disadvantage in this case.’
Such expressions are rather like the bracketed sequences in (35) and (36) and seem to require retrieval at the phrasal
level. Godard (forthcoming) proposes an analysis of such examples involving phrasal retrieval.
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(54) Disgwyliodd Megan [i Sioned fynd adre].
expect.PAST.3SG Megan to Sioned go  home
‘Megan expected Sioned to go home.’

Such clauses can contain the negative verb peidio, as (55) shows:

(55) Disgwyliodd Megan [i Sioned beidio (28) mynd adre].
expect.PAST.3SG Megan to Sioned NEG with go  home
‘Megan expected Sioned to go home.’

This can license an n-word within the following predicate but cannot license an n-word in the
preceding subject position.

(56)a. Dw i’n disgwyl 1 Mair beidio () gweld neb.
be.PRES.ISG I PROG expect to Mair NEG with see no one
‘I expect Mair not to see anyone.’
b. *Dw 1yn disgwyl [ neb  beidio () myndi Aberystwyth].
be.PRES.1SG I PROG expect tonoone NEG withgo to Aberystwyth

An n-word in the subject position of such a clause can only be licensed by a negation in the main
clause, as in (57).

(57) Dw i ddim yn disgwyl [i neb  beidio (8) myndi Aberystwyth].
be.PRES.ISG I NEG PROG expect tonoone NEG withgo  to Aberystwyth
‘I don’t expect anyone not to go to Aberystwyth.’

Notice now that the following French and Polish examples are grammatical:

(58) Personnen’  est venu. (French)
no-one NEG is come
‘No-one has come.’

(59) Nikt nie przyszedl. (Polish)
no-one NEG has-come
‘No-one has come.’

In these examples, an n-word in subject position is licensed by a following negative verb. Thus, the
ungrammaticality of (56b) is quite surprising. The obvious structure to propose for the subordinate
clause in (56b) is something like the following:

(60) CP
/\
C S
/\
NP VP

1 neb beidio (&) mynd i Aberystwyth
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Given such a structure, one would expect (56b) to be grammatical. Peidio here is the head of the S.
Hence, S will be [POL neg], and one would expect neb to be licensed. It looks, then, as if we have a
real problem here.

In fact, we can argue that there is no problem here. Borsley (1999) argues on independent
grounds that i in these clauses is a head which takes two complements, an NP and a VP. On this
view, the subordinate clause in (56b) has the following structure:

(61) CP
C NP VP
1 neb beidio (&) mynd i Aberystwyth

A similar analysis is proposed in Sag (1997) for English for-to clauses. Assuming the structure in
(61), beidio is only the head of VP. Hence only VP is [POL neg] and an n-word is only licensed
within VP.

It seems to us that the situation here is like that in the following French examples, drawn to
our attention by Dani¢le Godard:

(62)a. *Je vois personne ne  venir. (French)
I see no-one  NEG come
‘I see no one coming.’
b.Jene vois personne venir.
I NEGsee noone come
‘I don’t see anyone coming.’

Here, a post-verbal n-word cannot be licensed by a following negative verb. We have a similar
situation in the following Polish examples:

(63)a. *Znalaztem nikogo niezadowolonego. (Polish)
I-found  no one displeased
‘I found nobody displeased.’
b. Nie znalaztem nikogo niezadowolonego.
NEG I-found no one displeased
‘I didn’t find anybody displeased.’

Here, a post-verbal n-word cannot be licensed by a following negative adjective. These examples
might be problematic if they involved a single clausal complement, but they will be no problem if
they involve two separate complements. It seems to us that the Welsh examples are similar to these
examples and not to the earlier French and Polish examples.
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7. Single negation

We now need to consider how it is possible for a sentence with two n-words or an n-word and a
strong negative head to have a single negation interpretation. We will adopt the approach developed
by De Swart and Sag (2002).

De Swart and Sag propose that negative quantifiers that are retrieved in the same place can
be combined to form a single quantifier complex. They propose that negative quantifiers that are
retrieved in the same place can be combined to form a single quantifier complex. This means that it
is possible to have not just (64a) but also (64b).

(64)a. NOx; ... NOx,
b. NOx; ... X,

We noted earlier that (18), repeated here for convenience, is ambiguous with the two interpretations
indicated.

(18) Does neb yn deud dim byd.
NEG.be.PES.3SG no one PROG say  nothing
‘No one is saying anything.’ (single negation)
‘No one is saying nothing.” (double negation)

The two meanings can be represented as follows:

(65)a.
QUANTS < [NOx, x a person],[NOy, y a thing] >
NUCLEUS[x is saying y]

b.
{QUANTS <[NOX, y, x a person, y a thing] 1

NUCLEUS[x is saying y]

Thus, (18) has a single syntactic structure but two different CONTENT values.

This approach predicts that a sentence with two n-words or an n-word and a strong negative
head can have a single negation interpretation or a double negation interpretation if the associated
quantifiers are retrieved in the same position and can only have a double negation interpretation if
the associated quantifiers are retrieved in different positions. This prediction seems to be correct.

Consider first (18). This will have something like the following structure:

(66) S

A% NP AspP

does neb yn deud dim byd
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Here there is only one position in which negative quantifiers can be retrieved, namely the S node.
Hence, the two negative quantifiers are retrieved in the same position and can form a single
quantifier complex.

We can now consider some more complex examples, where negative quantifiers are
retrieved in different positions, and where, as a result, a single negation interpretation is impossible.
Consider first the following:’

(67) Cheisiodd Gwyn ddim [beidio (ag) ateb y cwestiwn].
try.PAST.3SG Gwyn NEG NEG with answer the question.
‘Gwyn didn’t try to not answer the question.’

This can only have the double negation interpretation indicated. It will have something like the
following structure:

(68) S
N\
\Y, NP  Adv VP

cheisiodd Gwyn  ddim beidio (ag) ateb y cwestiwn

Here, the negative operator corresponding to ddim is retrieved at the S node while the negative
operator corresponding to peidio is retrieved at the VP level. Hence, there is no possibility of a
single negation interpretation. Consider now the following:

(69) Dydy Sioned ddim wedi croesi’r fford heb  edrych.
NEG.be.PRES.3SG Sioned NEG PERF cross the road without look
‘Sioned hasn’t crossed the road without looking.’

(70) Dydy Sioned ddim heb  gyrredd.

NEG.be.PRES.3SG Sioned NEG without arrive
‘Sioned has not not arrived.’

Again, we only have double negation interpretations. (69) will have the structure in (71), and (70)
will have that in (72):

(71) S
v NP Adv AspP
o w
i e
/\

dydy  Sioned ddim  wedi croesi ’rfford heb edrych

7 Cheisiodd here is another distinctive weak negative verb form. The positive form is geisiodd seen in (9), (22) and
(26).
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(72) S

A% NP Adv AspP

e v
VAN

dydy Sioned  ddim heb gyrredd

In (71), the negative operator corresponding to ddim is retrieved at the S node while the negative
operator corresponding to heb is retrieved at the PP node. In (72), the negative operator
corresponding to ddim is retrieved at the S node while the negative operator corresponding to heb is
retrieved at the AspP node. Hence, there is no possibility of a single negation interpretation in either
case. Consider finally (73).

(73) Dw 1 ddim ddim yn poeni.
be.PRES.1SG I NEG NEG PROG worry
‘I don’t not worry.’

Here we have ddim both as a post-subject adverb and as a premodifier of a predicative phrase.
Again, we only have a double negation interpretation. This will have the following structure:

(74) S
v NP Adv AspP
Adv AspP
dw i ddim ddim yn poeni

Here, the negative operator corresponding to the first ddim is retrieved at the S node while the
negative operator corresponding to the second ddim is retrieved at the higher AspP node. Once
more, then, there is no possibility of a single negation interpretation.

8. Conclusion

In this paper, we have looked at the main properties of Welsh n-words. We have shown that they
have restricted distribution, being excluded from certain contexts but allowed in a number of others.
We have also seen that there is evidence that they are semantically negative but that a sentence with
two n-words or an n-word and negative head can have a single negation interpretation. The facts are
quite complex, but we have argued that an HPSG storage-based approach to n-words permits a
straightforward account of both the distribution of Welsh n-words and important aspects of their
interpretation.
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Structure-Preserving Extraction without Traces
Wesley Davidsoh

1 Introduction

In this paper | present a trace-free analysis of unboundpérakency constructions (UDCs) couched
in the HPSG framework. The approach described here differa previous trace-free HPSG ac-
counts of UDCs in two significant ways. First, unlike the gs@& in Pollard and Sag (1994), it
handles extraction uniformly from both root and embeddads#s alike, regardless of the grammat-
ical function of the gap. Secondly, unlike the analysis iuB@et al. (2001), it in principle permits
extraction of any non-head constituent, whether or not¢bastituent is present on the valence list
of some lexical head.

The benefits of the first distinguishing property have besnuised at length elsewhere (Hukari and
Levine 1995; Boumaet al. 2001), so | do not belabor the point here. The benefits of therse
property, however, have been less recognised (but seed @93)) and even denied (Bouregal.
2001), so | spend some time examining them below (section 3).

The presentation is organised as follows. First, in seciohreview the proposal in Boumet al.
(2001) (hereafter BMS), focussing on their treatment ouadj extraction. Then, in section 3, |
present some data from English that appears problematicddMS approach to adjunct extraction.
In section 4, | present an analysis of UDCs which is fully catige with the problematic data
discussed in section 3, and conclude the section with a sleonbnstration of how it one can use
this theory to characterise morphosyntactic reflexes ahetion in Chamorro. Finally, in section 5, |
discuss the prospects for certain extensions to the cuaredysis.

2 Bouma, Malouf, and Sag (2001)

In essence, the heart of the BMS account of UDCs is the pdistalaf a series of three kinds of head-
borne lists, where each kind of list expresses a distineticel that a head bears to other elements
in its projections. We can call these three relationsatggiment structuref a head, itslependency
structure and itsvalence

Of the three relations, argument structure is taken to benttst primitive; the argument structure of a
head is given by its lexical entry, where it is encoded asifitevalue of thecategoryfeatureARG-ST.

*The ideas presented here would be worse without the cnitiaisd other kind advice of Daniele Godard, Rich Janda,
Bob Levine, Vanessa Metcalf, Carl Pollard, and especiadlynar Meurers. | alone am responsible for anything untrue,
invalid, or otherwise offensive.
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An ARG-ST list, roughly speaking, contains tls& NSEM values of a word’s semantic arguments. Itis
to this level of structure that HPSG'’s binding theory applie

As is by now standard, a lexical headsBJ andcompPs (and sPR features represent its valence,
and so drive its projections’ selection of any realised argats. For example, in a head-complement
phrase any elements on the head-daughtsigapPslist must be realised as sisters to that head.

The argument structure of a word determines in large paralence, and it is as a sort of intermediary
between these two levels that BMS introduce the novel le@épendency structure. The list-valued
categoryfeatureDEPS present on words, represents this level.

As noted above, the argument structure of a word determisigalence to quite a large extent. How-
ever, the BMS analysis of adjunct extraction crucially saggs that the extent of this determination
is somewhat less than usually assumed.

In particular, serving as middleman betweeRG-sT and valence lists, not only does tbepPsllist
of a verb include all of its arguments, but furthermore it nadgo include an arbitrary number of
modifiers.

BMS'’s constraint Argument Structure Extension permits #s follows:

(1) Argument Structure Extension:

HEAD
word .
— |DEPS [1 I|st( MOD|HEAD [2 )
[HEAD verl:J @ [ | ]
ARG-ST

This constraint states that tinePslist of a verb is itSARG-ST list prefixed to a (perhaps empty) list
of modifiers.

Consistent with the above constraint, for example, botlri@sons below describe legitimate transi-
tive verbs; the first is a transitive verb without any depertaeodifiers, and the second is one with a
single dependent modifier:

(2) Two transitive verbs:

a. The verhied, as inKim tied her shoes

HEAD verb
DEPS  ([IINP,[2INP)
ARG-ST ([1], [2))

b. The verhktied, as inKim tied her shoes with one hand

1As Daniele Godard has pointed out (p.c.), given that HPS@isling theory is formulated in terms @iRG-ST
elementsARG-ST lists must also contain expletive arguments playing no sgimaole, at least when such elements
control the agreement features of anaphors. For instandfei French example below (i), the expletive impersonal
subject cliticil controls the agreement features of the third person re#ieptitic se

() Il ne s’esttrouvéque nousd’heureux.
It NeSE found onlyus happy

‘Only we turned out happy.’

This detail ofARG-ST values, however, plays no part in the discussion in this pape
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HEAD [3]verb
DEPS <NP, [2INP, [MOD|HEAD ]>
ARG-ST ({1, [2)

As a consequence of their differing dependency structtinese two verbs should potentially head
differently structured verb phrases. BMS accomplish tlyisi&termining the valence of a head from
its DEPSvalue with the following constraint on wordsusJandcompslists, which they name Argu-
ment Realization (3, below). (The tygap_ssnentioned in (3) is a subtype synsenobject disjoint

to canonical_sswhere onlycanonical_sss an appropriate value for a sigresNSEM attribute.)

(3) Argument Realization:

SUBJ
word — |comps [2] © list(gap_s$
DEPS &)

This Argument Realization constraint (along with the asstiom that all verbs have a singletsnBJ
list) ensures that a verb’s subject will be the first elementoDEPSlist, and anycompslist elements
will be elements of the rest of tleePSslist.

Assuming theDEPS lists in the above (2) descriptions contain gap_sselements, and a head-
complement schema as follows, then each of the verbs in)(2arbhead only the structures in (5a)
and (5b) respectively.

(4) Head-complement scherfa:
head_comps_phrase~ [ }

HEAD-DTR mEAD-DTRS

[COMPS signlist_to_synsemli)}
(5) Two head-complement phrases:

a. transitive verb with its direct object
head_comps_phrase

H-DTR  NH-DTRS
~—

{DEPS(NP,NP)] <[ss ]>

b. transitive verb with its direct object and a modifier
head_comps_phrase

[ss {DEPS <NP, NP, [2[MOD }>H <[ss [, [ss ]>

2This schema’s formulation presupposes a valence prindiplesome set of valence principles) that ensures
headcompsphrases arecoMpPS<>.



30 W. Davidson

On the other hand, suppose one extends the description)m¢dh (6a) or as in (6b). One obtains
descriptions of verbs which cannot head trein (5b), since neither non-head daughter in (5b) can
have asYNSEM value of typegap_ss®

(6) Two extensions of a verb with a direct object and modifier:

a. The verhied, as inHer left shoe, Kim tied with one hand

HEAD [3]verb

canonical_ss
MOD|HEAD

DEPS <NP, NP[gap_s$, {

b. The verhtied, as inWith her right hand, Kim tied her left shoe

HEAD [3]verb
gap_ss
MOD|HEAD

Nonetheless, the verbs in (6a,b) can respectively headrbién (7a,b) since (consistent with Argu-
ment Realization) theicoMmpslists need not include anyap_sslependent.

DEPS <NP, NP[canonical_sk

(7) Two head-complement structures with gaps:
a. head-complement phrase with a gapped direct object

head_comps_phrase

H-DTR N -DTR\

DEPS (NP, NP[gap_s$, > canonical_sj
Ss < Ss
[ [COMPS<> ] < MOD

b. head-complement phrase with a gapped modifier

head_comps_phrase

H-DTR NH-DTR
: gap_s\
DEPS ( NP, [INP[canonical_s
ss 3] < Dne S5 MOD <[ss ]>
comps ([1])

One may obtain an illustration of how BMS model extractiondmynparing the descriptions of the
heads of the distinctps in (5b), (7a), and (7b), and then noting that each of therangeld the de-
scription in (2b); the fact that a verb’s dependent may beaeietd is modelled by the fact that such a
dependent may begap_ssand hence absent from tc@mpslist and not realised as a complement-
sister. (We ignore BMS'’s analysis of subject extractioreber

3We elideARG-ST from now on, since it plays no further part in the discussion.
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In particular, with respect to the extraction of adjuncnparison of the head-daughtecompPs
list in (7a) with the head-daughtersomps list in (7b) reveals how BMS'’s proposal handles the
extraction of modifying adjuncts—by analysing it as conmpéat extraction.

This, of course, requires that they treat extractable margifas phrase-structural complements, not
as adjuncts. That is, rather than analysing modwiesl like tied her shoes with one hara$ a head-
adjunct structure, as in (8a), BMS assume that strshhave the flat constituent structure in (8b).

(8) Two conceivable structures for a modifies:

a. adjoined modifier
VP

VP

V\NP P

tied her shoes  with one hand

b. modifier as complement
VP

tied her shoes with one hand

In the next section, we present evidence that this struatoresequence may be problematic.

3 Verbal Anaphora and Constituency

As established in the previous section, BMS commit to affagnalysis of sentences like (9a).

(9) a. Kimtied her shoes with one hand.
b. With which hand did Kim tie her shoes?
c. With just her left hand, | doubt that Kim will be able to tieth her shoes.

Examples (9b) and (9c) show thaith one handn (9a) is, in fact, extractable and hence treated as a
complement by BMS.

But given this flat analysis of the constituent structurged in examples like (9), it is difficult to see
how they can provide two of the interpretations of (10) below

4See Bouma (2003) for the details of how they manage to ensureat semantic scope for multiple modifiers, and
see Levine (2003) for detailed discussion of problems witthsan approach.

50One might question whether the ostensibly extracted phira@c) is truly extracted. Instead, one might suppose
thatwith just her left hands anin situ modifier of the matrix clause, with an interpretation sormeHike that of the
absolutivesupposing that Kim employs just her left hahdo not address such a possibility in the main text.

However, proponents of such a view will need to contend withfact that putative matrix modifiers likeith just her
left handin (9c) have an instrumental reading just in case there istaimehe sentence that admits instrumental modifiers.

(i) Supposing that Kim employs just her left hand, | doubt tiian will be able to tie both her shoes.
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(10) Kim tied her shoes with one hand before Sandy did.

Any analysis that treats the structure of iterated modibeatike that in (10) in terms of nested
adjunctions will have little problem handling the reading$10) paraphrased in (11):

(11) a. Kim tied her shoes single-handedly before Sandyhedhoes single-handedly.
b. Kim tied her shoes single-handedly before Sandy tiedees (at all).

That is, if (10) has the structure in (12a), below, then tlaeeconstituents-tied her shoes with one
handandtied her shoes-to serve as potential antecedents for the anaphoric piodrd, yielding
the readings in (11).

(12) Two conceivable structures for a doubly modified

a. adjoined modifiers
VP

<

P

V\NP P

P
tied her shoes  with one hand  before Sandy did

b. modifiers as complements

tied her shoes  with one hand  before Sandy did

On the BMS analysis, however, the structure of (10) is thestlaicture in (12b), and neith&éed her
shoes with one handor tied her shoess a constituent. That is, no antecedent linguistic exjpoass
has the meaning borne loyd under the interpretations given in (11).

One might question whether such examples constitute a tolegm for the BMS account, since their
status as counterexamples to flat modificational structests on the assumption tiditl requires a
linguistic antecederft.

That s, (i) is a sufficient paraphrase of one reading of (8cphise thavith-phrase in (9¢) has an instrumental reading.
And, on the other hand, (iii) seems to fail as a sufficient parase of any reasonable reading of (ii) precisely becdugse t
with-phrase in (ii) lacks an instrumental reading.

(ii) With just her left hand, | doubt Kim enjoys baseball.
(i) Supposing that Kim employs just her left hand, | doubitrkenjoys baseball.

Those supporting an analysis of (9¢) whereinwlign-phrase is exclusively a matrix modifier will require somelex
nation of why (jii) is a such poor paraphrase of (ii). My asgtion that such material fills a gap in the subordinate clause
provides an immediate explanation for this correspondéeteeen instrumental readings and instrument-apprepriat
subordinate predicates.

SMiller (1992:Chapter 3) develops an HPSG treatment of Bhgluxiliaries asP anaphors which features an account
of the pseudogapping phenomenon exhibited by example)ijkeelow.
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With respect to this question, however, the contrast inted®lity of the response in (13a) compared
to the response in (13b) suggests thidts indeed a pro-verb that is happiest when it has an anteteden
sign whose meaning it depends on.

(13) a.A: Hey, the door is locked.
B: I know. *I did.
b. A: Hey, someone locked the door.
B: I know. | did.

In the next section, we will present an analysis of UDCs thias@rves the nested constituency of
examples like (10).

4 Structure-Preserving Extraction

In this section | propose a trace-free theory of UDCs thatingiple permits extraction of any non-
head constituent, regardless of whether that constitgethiei valent of any lexical head. Hence, in
particular, the theory presented here can license extraofitrue adjuncts, without reanalysing them
as modifying complements.

The section is organised into the following parts: Sectidnidtroduces the primitive entities used by
the theory, and illustrates how they permit the theory terlge gapped phrases. Section 4.2 illustrates
how these primitives can be used to characterise variotis sbphrase. Section 4.3 describes how
information about the presence of a gapped phrase is pipdisropgh phrase-structures to phrases
properly containing the gapped phrase, as appropriatetheidamiliar set-valued featureLASH.
Section 4.4 describes how the upward percolatiorsilofsH elements may be halted through the
use of constraints pertaining to particular phrasal typesl reliance on the peculiar fact that the
projections of most parts of speech never fail to pass timiressSLASH values up to an immediately
dominating phrase. Finally, in section 4.5, we briefly dssihow the theory presented here can
accomodate the morphological registration of gap-bindioignains in Chamorro.

4.1 Dependents, Gaps, and Non-Head Daughters

The heart of the present proposal is the primitive assumptiat phrases (and not words) have depen-
dents. Each dependent is in one of two possible stadafisedor unrealised A realised dependent
is, by definition, a non-head daughter of the phrase it depend An unrealised dependent, on the
other hand, is not, and (again by definition) constitutes@igdhe phrase it depends on. The two
head-adjunct phrases below exemplify how a phrase with arakmt in either of these states is
described.

(i) I'm sure | would like him to eat fruit more than | would coias.

Absent an account like Miller’s, such examples would bertsitde counterexamples to the assumptiondichtequires
a linguistic antecedent in examples like (10).
’D-DTRSIs a feature of phrases whose value is the list of non-headdéependent) daughters of that phrase. That s,
D-DTRSIs simply another name for the(ON)H(EAD)-DTRS feature.
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(14) head-adjunct phrases:

a. head-adjunct phrase with a realised dependent

head_adjunct_phrage

DEPS ([2)
GAPS ()
SLASH {}
H-DTR
D-DTRS
LocC Loc [2[HEAD|mMOD [1]]
PHON (tied her shoe PHON (with one hand

b. head-adjunct phrase with an unrealised dependent

head_adjunct_phrase
DEPS <[HEAD\MOD ]>
GAPs ([2))

SLASH {[2]}

H-%

D-DTRS

LoC K
PHON (tied her shoe O
As is apparent from the descriptions in (14), my analysis@&s two new features of phrase€pPs
andGAPs TheDEPsvalue of a phrase is a list ¢dcal objects called thelependentsf that phrase,
and thecapPsvalue of a phrase is likewise a list lical objects.

The following constraint ensures that theps of a phrase are precisely its unrealised dependents:

(15) definition ofcAapPs?®

DEPS O signlist_to_local_lisf2))
phrase — |capPs
D-DTRS

This constraint states that one can obtain the list of degreiscbf any phrase by shuffling the list of
its gaps with the list ot ocAL values of its non-head daughters.

One can verify that both head-adjunct phrases describdd)rstisfy this constraint. In one, the sole
dependent is realised, and hence the head-adjunct phrase haps. In the other, the sole dependent
is unrealised, and hence the head-adjunct phrase has a gayglrepresented as the sole element of
its GAPSvalue.

The two head-adjunct structures in (14) also illustrate tvih@robably the most salient difference

between the function of theepsfeature assumed by BMS, and the homonymous feature assumed

here. For BMSpEPSs mediates the relationship between a lexical head’s argustercture and its

80 stands for theshufflerelation defined in Kathol (1995:p. 88). Informally, shuitjitwo lists is like shuffling two
decks of cards (just once). The functisignlistto_loc_list takes a list of signs and returns the listi@fcAL values of
those signs.
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valence, whereas here the phrasal feature naveed mediates the relationship that holds between
(on the one hand) the sorts of non-heads that distinguisle g@amrticular sort of phrase (e.g., having

an adjunct non-head is distinctive of head-adjunct phjemad (on the other) the non-heads which
happen to be realised as daughters of any particular irstaihthat sort of phrase (e.g. adjunct-

daughters).

4.2 Phrasal Schemata

With these features in hand, we can now characterise vasmts of phrase in terms of their depen-
dents.

For example, to license the two phrases in (14), the follgwiead-adjunct schema will suffice:

(16) Head-Adjunct Schema:

head_adjunct_phrase — [DEPS <[CAT|HEAD|MOD ]>}
H-DTR
[ssLoc [1]]

According to this constraint,l@ead_adjunct_phrage a phrase whose sole dependerts element
is identical to the.ocAL value of its head daughter. The reader may verify that bodimgtes in (14)
are instances of this schema, one with a realised deperaaehthe other with an unrealised one.

Any other sort of phrase may be defined analogously, by caingtig what shape its dependents must
take via constraints on itBEPs feature, and by parameterising such constraints to the\alihe
relevant feature of the phrase’s head-daughter. For exaraptuming thabepsvalues are always
non-empty lists, the following constraint suffices for adhasabject schema:

(17) Head-Subject Schema:

head_subject phrase — [SSILO(:'CATSUBJ <>}

DEPS
H-DTR

[sslLoc|caT|suBJ [1]]

As the reader may verify, due to the constraint in (15) thaiithe enforced by the above schema
between the head-daughtessBJvalue and thénead_subject_phraseDEPSvalue ensures that the
subject of any such phrase will either be realised (and h#me@on-head daughter) or unrealised
(and hence the sole element of thead_subject_phrasscApPsvalue).

Likewise, the following constraint serves as a head-compl#& schema:
(18) Head-Complement Schema:

head_complement_phrase —

SYLOC|CAT|COMPS ()
DEPS

H-DTR

[sgLoc|caT|comps [1]]
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One detail of these schemata (in particular the head-congieschema) which may have surprised
those readers familiar with previous HPSG accounts of misebject (MO) constructions (such as
toughconstructions), is the fact that valence lists (e.g.abeipslist) are here taken to be lists lofcal
objects, rather thasynsenobjects. Thus, on the present analysis, lexical heads taelext via their
valence lists for valents bearing some particidaansH value (sincesLASH is not alocal feature,
but rather anon_localone). This assumption, thatLAsH information is absent from valence list
elements both poses a descriptive challenge and posseptasatory power. To see this, however, a
brief review of the standard HPSG analysig@mfighconstructions is in order.

Previous HPSG analysestoiughconstructions (e.g. Pollard and Sag (1994)) have assuraei¥ith
predicates likeeasy which bind asLASH element of one of their complements and co-index said
SLASH element with their subject, have a lexical entry as in (19):

(19) A schematic representation ofaughadijective’s traditional lexical entry:
word

SUBJ <NP[INDEX ]>

COMPS <...,VP[SLASH { NP[INDEX ]H>
TO-BIND {[2]}

Analyses which assume lexical entries like the one abovertepn the fact that a head’s comple-
ments’SLASH values are accessible via to@mpsllist, in order to ensure that the MO predicate’s
TO-BIND value binds asLASH element from the correct complement (here, the specifilecomple-
ment).

What such previous analyses have failed to explain, howevéne fact that there appear to exist
no MO predicates which bind sLASH element of any non-verbal complement. That is, if lexical
heads had access to their complemestsisH specifications, one would expect to encounter MO
predicates just like the one above, but which binglLasH element on somep complement (say)
instead of aszP complement. But no such MO predicates seem to exist.

For example, there is nioughtype adjective in English that behaves like the hypotla¢aajective
creasyin (20b), below.

(20) a. Kimis easy/tough/good [for Sandy] [to love.
b. Kim is creasy [for_] [to love Sandy]

In fact, it appears to be the case that (in English, at leasgry phrase wherein a daughtesisasH
value fails to be inherited, the daughter bearing the bouadyninheritedsLASH value is an infini-
tival or finite verbal projection.

If one depends on this generalisation, then, the lexicalent(19) is redundant. That is, provided
that the lexical item described has a non-enfyBIND value, we already know that a particular one
of its complements bearssa AsH value which gets bound—namely, the infinitival (or finite)eon

In section 4.4.1 we explain how relying on this general@atemoves the apparent difficulty raised
by assuming that the objects of valence lacal values.
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4.3 SLASH Inheritance

Thus far, the discussion has only covered how we licensesphravhich are gapped (i.e. which
have an unrealised dependent); | have not yet indicated hossps containing a gapped phrase get
distinguished from those which do not. That is, | have notepgilained how one can force the
distribution of the sentenceSpndy loves ] to differ from the distribution of the sentenc&4ndy
loves Kinj, due to the fact that the first contains a gappedvhereas the second does not.

| now turn to this question.

As is familiar from other HPSG theories of UDCs (e.g. Pollardd Sag (1994)), we assume that
phrases bear a set-valued feature cafledsH, where each element of a phraBe sLASH value
corresponds to some gap in a phrase dominatdbin the usual case, we cause thesH value of

a phrase to be the union of tiseAsH values of its daughters. Furthermore, we assume that ghrase
bear a set-valued featum®-BIND, which we use to preverLASH values from being inherited at
appropriate points in a sign’s phrase-structure.

Specifically, thesLASH value of a phrase is defined as follows:

First, it is necessary to ensure that gapped phrases (iose thith an unrealised dependent) bear
SLASH elements corresponding to their gaps:

(21) GAPStO-SLASH constraint:

SLASH
GAPS

A list_to_sef[1)) C

phrase —

This constraint simply requires that the set-analogue dfrage’sGAPSlist be a subset of itSLASH
value. Recall that a phrase®aPs value is nonempty iff it has an unrealised dependent, due to
the constraint defininingAPs (15). Thus, the present constraint (21) requires a phrase&alised
dependents to be elements ofstsAsH set.

Then, we ensure that thee.ASH values of a phrase’s daughters contribute appropriateits town
SLASH value:

(22) sLAsSH Inheritance constrainpose versioj

The union of thesLASH values of a phrase’s daughters with the set-analogue of its
GAPS value is the disjoint union of theLASH value of that phrase with its head-
daughter’'sto-BIND value.

(23) sLAsSH Inheritance constrain&/M version:

SLASH
H-DTR [1][TO-BIND [B]]
D-DTRS
GAPS
A list_to_set@]) U collect_slashefi®[2) =[5 W

phrase—

SWe further assume phrases are timdy sort of sign defined fosLASH. In particular, we assume thabrdsare not
defined for this feature.
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This constraint is quite a mouthful. Informally, it saystkt@e SLASH value of a phrase is the largest
set containing just itsAPselements, theLASH elements of its daughters, but minus axwyBIND el-
ements on its head-daughter. Furthermore, it requiresthato-BIND element ofP’s head-daughter
be either one olP’'s GAP elements or &LASH element of one oP’s daughters.

This constraint (together with theaPsto-SLASH constraint above and the assumption tiaBIND
values are at-most-singleton) ensures several things:

¢ A phrase whose head-daughter has an emptgIND value will inherit all thesLASH values
of its daughters.

e A local objectB is theTO-BIND element ofP’s head-daughter only B is an element of the
SLASH value of one oP’s daughters. This ensures that forcing a phrase’s heaghdauo bear
a non-emptyro-BIND value will cause that phrase to have some slashed daughter.

e If Sis an element of thsLASH value of a daughter dP, thenS is absent from theLASH
value of P iff Sis the TO-BIND element ofP’'s head-daughter. This ensures that forcing a
phrase’s head-daughter to bear a non-emptgIND value will effect a reduction in the slashes
inherited by that phrase.

Thus, we are now in the position where (i) if we want a phrasmherit all its daughterssLASH
elements, we must ensure that the head of that phrase haspiyn ®pBIND value, and where (ii)

if we want a phrase to fail to inherit sonsASH element from one of its daughters, then we must
ensure that the head of that phrase has a non-en@gpsIND value.

One way to accomplish this is to do so on a per schema basis.

4.4 SLASH-Binding Constructions

There are at least two sorts of constructions where it is @wable that one would want to ensure
that somesLASH value fails to get inherited from a daughter: head-compldarpbrases headed by a
toughadjective, and head-filler structures (suctwasrelative clauses, constituent questions, éft.).

We will discuss both of these in turn, beginning wittugh-constructions.

4.4.1 Tough-Constructions

In a head-complement phrase, we permit the lexical entrhefhtead to determine what sort of
TO-BIND value the head hds. Predicates likénard as inhard for the cops to figure out that Kim
vandalised _last yearare lexically specified with non-empty-BIND values, whereas other lexical
items (e.g.eageras ineager for it to rair) are lexically specified as bearing empty-BIND values.

10English bare relatives constitute a case of gap-bindingistsubsumed by neither of the two cases considered here
in any obvious way. Space considerations, however, prechalr discussion.

HIn this respect our treatment is identical to the treatméntoagh-constructions presented in Pollard and Sag
(1994:166-171).



Structure-Preserving Extraction without Traces 39

(24) partial lexical entries fdnard andeager

a. hard, (atoughadijective)
[word

SUBJ <NP[INDEX }>
COMPS <PP[for}, VP>
_TO-BIND {NP[INDEX }}

b. eager (not atoughadjective)
['word
suBJ  (NP)

COMPS <PP[for}, VP>
| To-BIND { }

The lexical entry above in (24a) and the constraintsionsH values defined in (21-23) are sufficient
to ensure that one of the complements oftthegh-adjectivehard has a non-emptgLASH value.

To see this, suppose thiaard, as described above in (24a), heads a head-complemenepli@al
that phrasé>, and letb be the solero-BIND element ofhard. Then, consider theLASH Inheritance
constraint (23). We know that the disjoint unionf§ sLASH value with {b} is defined. Hence we
know thatb is either (i) an element d¥'s GAPslist or (i) an element of theLASH value of one oP’s
daughters. But case (i) is impossibleis not inP’s SLASH value (since the disjoint union mentioned
above is defined) and hence, by thePsto-SLASH constraintb can’t be inP’'s GapPslist. Sobis

a SLASH element of one oP’s daughters. (That is, we know that case (ii) holds.) Andg¢sithe
head-daughter is a word, we know tles asLASH element of one of the complement-daughters.

However, which of the complements bearsiasH value containing is still not determined. This
due to the fact that, in contrast to the more traditional ysialof toughadjectives given in (19)
wherein thetough predicate is lexically specified as selecting a slashgtsenmvalent, the present
analysis assumes that the objects of valencdoaad objects, bearing no information regarding the
SLASH values of the signs to which they belong.

Nonetheless, there is a non-lexical way of ensuring thattdeIND element of the lexical entry in
(24a) is an element of the correct complement-daughsersH value. Namely, the generalisation
that whenever a phrase fails to inherisigasH element from one of its daughters, that daughter is a
verbal projection.

I will not formulate here a constraint that expresses thisegalisation, but provided with one the
present theory disallows example (25b), where the wrongpbement of aoughadjective is slashed,
and ensures the following structure in (26) for the braakétead-complement phrase in (25a).

(25) a. That statue will be [hard for the cops to figure out Kiat vandalised] (since she did so in
invisible ink).
b. * Those cops will be [hard for_to figure out that Kim vandalised that statue].
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(26) example of a licensedughconstruction:

[head_complement_phrate

SUBJ <NP[INDEX }>

COMPS ()

DEPS ([2,[3])

GAPS ()

|SLASH {} ]

H-DTR D-DTRS
SUBJ <NP[INDEX }> Loc 3
LOC

comps (2], [3) < SLASH {} SLAsH {l}
TO-BIND {l @ NP INoex (]} PHON (for the cop$| |pHoN <t° figure °“ttha'>

PHON <hard> kim vandalised

4.4.2 Head-Filler Phrases

Clearly, a head-filler phrase should bindiaasH element on its head-daughter. The following schema
will ensure this:

(27) Head-Filler phrase schen¥a:

head_filler_phrase — [DEPS [1]]

H-DTR

TO-BIND set_to_lisf{T])
[SLASH {}]

This schema requires that its sole dependent hascaL value identical to someLASH element
on the head-daughtét. Furthermore, since the schema further requiresltual object to be the
head-daughter'so-BIND value, thesLASH value of the head-filler phrase will not inherit it.

It is worth noting also that this constraint forces the dejsen to be realised as a daughterLitscAL

value is token-identical to theo-BIND value of the head-daughter, and hence must be absent from
the SLASH value of the head-filler phrase. Hence, by @rrsto-SLASH constraint, it must also be
absent from the head-filler phraseapslist.

4.5 Morphological Registration of Gap-Binding Domainsin Chamorro

Chamorro is a VSO Austronesian language spoken on the Malstands in the western Pacific.

It is one of a number of languages including French, Iriskldidic, and Palauan in which a clause
may exhibit distinctive morphosyntax when it dominatesasiséd phrase but not the phrase within

12Note that sincao-BIND values are at-most singleton, the functional relasietto_list need only map the empty set
to the empty list, and singleton sets to singleton lists.
13There must be exactly one dependent, sibEesmust be nonempty, arb-BIND is at-most singleton.
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which that slash element becomes both@®f such languages, Chamorro is particularly interesting
due to the relative sensitivity to the grammatical functadnthe conditioning slashed constituent
exhibited by such morphosyntactic reflexes.

In Chamorro the morphological paradigms appropriate ferléixical head of a slashed finite clause
are determined by which one of its dependents it inheritsLitssH element fromt® There appear to
be at least five different cases to consider, determined leyivein the slashed dependent is the subject,
direct object, indirect object, or one of two classes of iediln this section, | demonstrate how the
present analysis of unbounded dependencies can be adaptkdracterise the first of these cases,
wherein a verb inherits 8LASH element from its subject.

The examples below in (28) illustrate how slashed subjeetsmrphologically registered. The head
verb in example (28a) exhibits the morphology appropriateaf verb whose projections have no
slashed dependents, whereas in example (28b) the headxfeditethe infix-um- which is the
morphology distinctive of finite verbs with a slashed subjéc¢’

(28) a. Ha-fa’'gasi si  Henryi karetani hapbun
AGR(2.SG.RT)-washUNM Henrythecar OBL soap

‘Henry washed the car with soap.’

b. Hayi fuma’gasi 1 kareta
who? AGR(WH.SBJ).washGAP thecar

‘Who washed the car?’

Of course under the present analysis, only realised st technically be slashed (i.e. bear
nonemptysLASH values), since unrealised subjects are mel@dpl objects. Therefore, to remain
faithful to our ontology, a better description than thathe previous paragraph of the head verb in
(28b) would be to say that it bears the morphology distimcti’a verb which is the lexical head of a
head-subject phrase whoseasH set properly subsumes its head-daughtér’s.

The next pair of examples, in (29), demonstrate that thisrg&son is indeed accurate; not only do
subjects which are gaps themselves (as in (28b)) trigger infixation, but so do realised subjects
with non-emptysLASH values (like the matrix subject in (29b)). That is, takengibgr, the examples
in (28) and (29) demonstrate thaim-infixation on a verb reflects the fact that its subject contels
aSLASH element to its claus®

14See Hukari and Levine (1995) for a survey of this phenomenariumber of languages.

5The analysis given here is based on the facts of Chamorraeasmted in Chung (1998).

181n the interest of expediting the discussion, this staterglrsses over the fact that it is only verbs which are realis
and transitive (afa’gasi‘wash’ is in examples (28a,b)) whose morphology reflectptiesence of a slashed subject.

"The Chamorro examples and glosses in (28—29) are taken framgCand Georgopolous (1988:252-3, 259). The
glossRT indicatesrealis and transitivewhile R1 indicatesrealis and intransitive The case markesi marks the so-called
unmarkedcase, appropriate for subjects and direct objects, andedioasunm. The case markeni marks oblique
arguments.

18For ease of exposition, we pass over the problems assodidgttedalking about head-subject structures in a VSO
language.

19N.B.: The non-subject argument of the vemalagu’ ‘want’ is not a direct object. Hence, its extraction in exaenp
(29Db) triggers obliquevH-agreement on the lexical head of the subordinate clause.
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(29) a. Ha-istotba yu’ [ na malagu’ i lahi-hu kareta]
AGR(3.SG.RT)-disturbme AGR(SG.RI).wanttheson-mycar

‘That my son wants the car bothers me.’

b. hafa umistotba hao[ ni malago’-fia i lahi-mu ]

what?AGR(WH.SBJ).disturbyou  AGR(WH.OBL).want-3sSG theson-yourGAP
‘What does it bother you that your son wants#.(What [ [that your son wants ] bothers you ]?)’

Before moving on to its analysis, there is one final aspedtisfghenomenon that deserves mention.
Whereas the paradigm the verb in (28b) instantiates is ttyggpammatical one (given that its subject
is a gap), the morphology exhibited by the matrix verb in (28mot the only grammatical option in
the case when a verb’s subject properly contains &8 #pthe latter caseum-infixation is optional;
the alternative paradigm is the one exhibited by verbs Imggainly unslashed projections, as in (29a)
(although Chung (1994) reports that acceptability of thsraative is irretrievably marred when the
filler is nonreferential). This optionality is included iheg analysis, to which | now turn.

We assume that verbalEAD objects in Chamorro bear a boolean-valued fealeSHED-SUBJ,
where verbs with the morphology distinctive of a slashedestilare lexically specified aslEAD|SLASHED-
suBJ +] and all others areHEAD|SLASHED-SUBJ —]. The proper distribution of§LASHED-SUBJ

+] verbs can now be guaranteed as follows.

First, we require that when a head-subject phrase’ssH value is identical to its head-daughter’s
SLASH value, then it must beHEAD|SLASHED-SUBJ —]:

(30) constraint on theieAD value of verbs with unslashed subjects

head_subject_phra
SLASH — [SSYLOC|CAT|HEAD|SLASHED-SUBJ —|
H-DTR|SLASH

The constraint above in (30) ensures that whenever a hdadesyphrase’s dependent fails to con-
tribute a newsLASH element, then both that head-subject phrase and (by the Fezddre Principle)
its lexical head will be
[HEAD|SLASHED-sUBJ —] and fail to bear slashed subject morphology. On the othedhshould

a head-subject phrase’s dependent contribute asu@asH element, then either value feLASHED-
suBJ (and hence either morphological paradigm) is appropridteus, we have accounted for the
optional case of morphological registration of slashedesttb, when the subject is realised as in
(29b). The reader may verify that we have achieved this bglkihg that, in the head-subject struc-
ture below, neither value f@LASHED-SUBJ violates the constraint in (30).

20Actually, according to Chung (1994), for example (29b) tabeeptable withowum-infixation on the matrix verb,
the filler would need to have more descriptive content thafia provides. So with that particular filler, the matrix verb in
(29b) does in fact exhibit the only acceptable morphology.
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(31) head-subject phrase with a realised, slashed subject

'head_subject_phrase
HEAD [3][SLASHED-sUBJ bool

sLAsH {[1}

GAPS ()

DEPS ([2])

LsuBJ () ]
H-DTR’\%
Ff:; (@)
suy  ([2)) Loc

It now remains necessary to ensure that verbs like the matrix in (28b), whose subject is unre-
alised, are obligatorilyJEAD|SLASHED-SUBJ +]. The following constraint does precisely this:

(32) constraint on the head value of verbs with gapped stshjec

head_subject_phrage
[SS|LOC|CAT|HEAD|SLASHED-SUBJ +|

GAPS ne_list

5 Conclusion

In the confines of this paper, | have presented the elemerdastraice-free theory of UDCs whose
distinguishing claim is that being a phrase-stucturalacljand being extractable are not inconsistent
properties.

Obviously, much work remains to be done before its adequaeyfeamework for complete theories
concerning the UDCs of particular languages can be evaluateparticular, | have left unaddressed
here the question of whether it is compatible with the comsiddle body of existing work in the HPSG
framework regarding filler-gap constructions, such as 38§97)’s comprehensive treatment of En-
glish relative clauses and Ginzburg and Sag (2001)’s aisabfsanterrogative structures. Further-
more, although | have demonstrated that it is capable obchenising one of the classes of Chamorro
gap-binding domain registration (namely the case of sthsbjects), it remains an open question
whether all five classes may be analogously described.
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A Semantics for Temporally-dependent Referring
Expressions

Pascal Denis & Philippe Mullér

In this paper, we sketch a new approach to the problem of thedeal interpretation of nominal
predicates. The approach differs from previous analysgs nc (1986), Musan (1999), Tonhauser
(2002)) in that it is grounded in a different ontology, naynehe that regards individuals as spatio-
temporal entities (a.k.a. ‘spatio-temporal worms’) (l¢e1990), Sider (1997)nter alia): roughly,
the idea is that individuals have temporal parts (or stageaipd are indeed like events, for that
matter— in the same way they have spatial parts. As we willvstias view, known in the philosophy
literature adour-dimensionalismhas interesting repercussions for formal semantics ireigknand
for the formal treatment of temporal NPs in particular.

1 Background on temporal NPs

1.1 The problem

The task of computing the temporal interpretation for a ratlanguage utterance is often taken
to be a fairly simple matter. That is, computing the tempartdrpretation for an utterance would
basically boils down to giving a temporal interpretationtsoverbal predicate, or, to be more precise,
to its inflected projection. A direct consequence of thiswig that all the other predicates present
in a sentence, including nominal predicates (but also, asha# discuss adjectival and prepositional
ones) are implicitly taken to be atemporal. Thus, askedwe gilogical form for a sentence like (1)
an intro-to-semantics student is most likely to produceeattimg like (2) —where ranges over the
domain of individualst over the domain of time instants, and ‘stands for temporal precedence:

(1) A man snored.

(2) Ix;t(manx) Asnorex,t) At < now))

In the logical representation (2), the only thing that isali@d in time is the property ‘snore’ expressed
by the verbal predicatenored it is located at some time prior to the utterance time (sylmbd here
by now); and we know this thanks to the past morphology carried by#érb.

A couple of things are missing from the logical form abover &oe thing, one has no indication re-
garding the precise domain of quantification. Secondly,rance importantly to our present concern,

*We would like to thank Nicholas Asher and Olivier Bonami foetr helpful comments on earlier versions of this
paper. We are alone responsible for remainings errors.



46 P. Denis & P. Muller

the representation in (2) says nothing abatienthe nominal predicate in this restrictor has to be
true of the quantified-over individuals (i.e., when thes#ividuals belong to the class of men). This
guestion, of course, makes little sense when talking abaytgsties such aman(i.e., leaving aside
sex change operations, men are always men as long as thdivayeBut consider examples like (3)
and (4):

(3) Every art student visited the MoMA.

(4) President Bush will receive the hostages at the Whitesdou

Properties such as ‘art student’, and ‘hostage’ have glewt the same flavor as ‘man’: roughly
speaking, the latter property is permanent, whereas ttez e transient (well, hopefully). Different
names have been offered in the linguistic and philosophiteahture to capture this distinction (e.qg.,
Carlson’s individual-level vs. stage-level predicatesl€tm (1980) or Wiggin’'s substantial vs. non-
substantial distinction Wiggins (1980)).

1.2 Existing accounts

The fact that some properties do not hold permanently ofviddals raises the question of their
temporal interpretation (i.e., of when they can be preditatf the individuals). The null hypothesis

is to consider that the properties expressed by the predipaesent in a sentence are dependent upon
the time given by the verbal inflection. This line of reseanels been both pursued and rejected by
Mirvet Enc (see Eng (1981), Enc¢ (1986)). In her discussiog,fiEst assumes that tense morphology
gets translated into the Priorian modal opera®@(for Past) and- (for Future) that take scope over
the sentence. In its most naive form, this hypothesis thedigts that the different predicates in

a sentence are interpreted at the verbal time (i.e., theynatee scope of the tense operator). For
sentence (3), this approach yields a reading where the @dqgations ‘visit-the-MoMA and ‘be-an-
art-student’ are true at the same time of a (contextuallyiotsd) set of individuals; that is, roughly,
these individuals are art students when they visit the MoMAs easy to see that this analysis is at
best incomplete. For there is another possible readingeftesice (3), one that one could paraphrase
as follows: evencurrentart student visited the MoMA. There is of course a nice wayajotgre this
second reading, namely to assume that NPs are able to raisétba scope of the past operator and
are interpreted at utterance tirheBut this cannot be the whole story, as was noted by Eng. Thus,
sentence (3) has probably a third (mixed) reading undertwdliqgpastand present art students made
the visit to the MoMA. Crucially, a quantifier-raising analy breaks down on this kind of example,
since one would in effect need the predicstigdento be at the same time out of the scope of the past
operator (to get the current studerasiin its scope (to get the former students).

Another problem, pointed out by Eng, with the assumptiorn tha temporal interpretation of NPs
depends upon that of the verbal predicate, is illustrateeikaynple (4). To put it roughly, the problem
is that, under the preferred reading for this sentence nitigiduals picked up by the nominal predi-
cate ‘hostages’ will have this property neither at the vepoadicate time, nor at the utterance time.
Most likely, the hostages we are talking about in (4) havenddeerated at some point before the

1This goes with the implicit assumption that there is an oerfar the utterance time, higher up in the structure.

°Note that there is yet another, slightly more difficult to geetding for this sentence; namely one, where the indivglual
that visited the MoMA did not have the property of being studeyet (i.e., they visited the museum before becoming art
students.)
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utterance time. The problem is simply that there is nothinthe sentence that can trigger this past
interpretation. (Note that this example also shows thatasyit position is irrelevant to the problem
of temporal NPs, since the NPs that has a ‘shifted’ integpiat is here in object position.)

1.2.1 Eng¢’s account

Given the above problenfsEng arrived at the conclusion that the temporal interpiaiadf NPs
should be free from the operator given by the verbal inflectidlore precisely, she argues that: (i)
NPs like verbs should be given their own temporal argumertt (&) this argument should be entirely
resolved through context, so that a nominal can in effeerrefany set of individuals ((Eng, 1981,
p.37)). To give an example, the logical form for sentencei8)ook like (5) —where the NEMoMA

is treated as a constant, for simplicity:

(5) Vx[3t(art_studentx,t)) — 3t'(visit(x, MoMA,t’) At’ < now)]*

Opening a brief parenthesis here, note that ‘temporaliniominal predicates the way Enc¢ does (i.e.,
treating them like verbal ones by providing them, with a tenapargument) receives support from at
least two sources. First, and this is well-known, nominiis Verbs have temporal modifiers. In the
nominal domain, we think of adjectives likermer, currentpresentfuture

Furthermore, some adverbs can be used with both verbs anmhasr(e.g.,in the eightiesor even
thenas inthe then doctoy, this actually makes the term aerb somewhat of a misnomer for these
modifiers are restricted to predicative categories (andonbt to verbs). Second, it is also known
that in some languages, nouns carry temporal morphologySaeler and Nordlinger (2001) for an
overview)?

1.2.2 Some recent proposals

Enc¢’s claim above amounts, in effect, to saying that all NRsirdexicals that is, the temporal
interpretation of NPs is not constrained but by context. sNery liberal view has been recently
challenged in the literature. There are actually two mai (@ther distinct) lines of criticisms. The
first caveat, emerging from the work of Musan Musan (199%)as hot all NPs, according to her, are
allowed to have an interpretation that is independent frioat of the verbal predicate; that is, there
is a class of NPs (so she claims) that would alwayselbeporally dependentAccording to Musan,
this class consists of so-calledrdinal weak NPgi.e., NPs with determiners likeome few, many
two under theircardinal reading. Musan, following work by Milsark, opposes the cardinadang

of these quantifiers to their so-called partitive readindnisTopposition can be viewed as follows:
partitive weak NPs are presuppositional (i.e. roughly kpeg they have a hidden definite built into
them), whereas cardinal do not. That is, the $tfflne merfior instance, under its partitive reading,
meanssome of the merwhereas this NP means rougldysmall number of meander its cardinal
reading.

3See En¢ (1986) and Tonhauser (2000) for a more exhaustiveysaf Enc’s arguments.

4Different interpretations will arise depending on the tiela betweert andt’.

5Sadler and Nordlinger (2001) actually distinguish betwem phenomena. The first one, found in a language like
Lardil (Australia), is where nominals carry temporal infaation that is relevant to the whole proposition. The second
one, which is more directly relevant, is found in Tarianag@l): in this language, nominals carry information ingiimito
the NP itself.
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Note that this claim is far from uncontroversial. Thus, Tanser (2000, 2002) rejects it altogether,
arguing that even cardinal NPs can have a temporally indkperinterpretatioh The main example
she proposes goes as follows:

(6) Context: at a reunion of the survivors of the Titanic diea

(7) Look, there are evesome crew membehere.

We do not think that this sort of examples constitutes a valmittal of Musan’s claim, for the NP in
(7) does not qualify as a cardinal NP. This, we argue, becieseead noumembethas an implicit
argument, which if not overtly realized has to be contexyuaridged’. The most salient candidate
for bridging is the definite NEhe Titanig this in effect means that the N\¥®@me crew membeh&as an
hidden definite (i.e., it means ‘some crew members of thenilitg hence cannot be a cardinal NP.

Before we examine Tonhauser’s proposal in more detailg, that Musan’s account contains another
novelty that is worth mentioning here. That is, Musan noted the question of interpreting NPs
temporally also depends upon the type of nominal predicagéeare dealing with, a point alluded to
at the beginning of this introduction. In particular, sheesothat NPs which realize an existence-
independent argument of the verbal predicate will be teadpodependent/independent if and only if
they quantify over stages/individuals. As we will see in tloening sections, a feature of the present
paper will be to pay more attention to the different ontotadjcategories of predicates, as well as to
give them a proper formal representation.

The second line of departure from Eng’s original accounte®fnom Tonhauser (2000, 2002). To
a certain extent, Tonhauser (2002) can be better viewed a®e definement of En¢’s account,
for this work proposes ways to constrain the interpretatbithe temporal index associated with
nominals. This account is couched in dynamic semanticsRh More precisely. The way Tonhauser
proposes to ‘tighten’ En¢’s account is by suggesting thiihoagh nominals can receive various
temporal interpretations given the appropriate contbely aireby defaultinterpreted at the same time
as the verbal predicate. This claim is rather intuitive altml\ss Tonhauser to make some interesting
predictions. Space precludes here to go over the formalslefalonhauser’s proposal. It will suffice
here to notice that her DRT account comes with a number of mpnablems. For one thing, her
account predicts that plural entities should be alive astdrae time, which cannot be right given that
we have no problem to talk about entities li8ecrates and RusseMaybe even more problematic
is the fact that Tonhauser fails to provide any substantiglemce as for why the verbal time should
be the default interpretation for nominals. Thus, therecases where it is the utterance time and not
the verbal time that seems to serve as the default. A good@ras) we think, given by possessives.
The NPmy wifeas in, sayMy wife went to College at Yal@as probably a first interpretation where
the possessive relation holds true nowote that we are not claiming here that the utterance time
should now become the default interpretation, but ratrerfibnhauser’s starting assumption is highly
guestionable.

6Besides, De Cuyper (2002) indicates there may be more aimistion the possible readings, at least in the case of
Dutch.
"Further argument for that claim maybe comes from the foligvhinimal pair:

(8) My wife went to college at Yale.

(9) My thenwife went to college at Yale.
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Beyond the numerous objections and questions raised alheve is a more fundamentahtological
guestion; namely: What kinds of referents should be apddal2 What are nominals referring to?
All three accounts discussed above are both rather elusidecanservative as far as ontology is
concerned. Basically, they assume that (common) nounsh mmutie same way as verbs, are now
interpreted with respect to a temporal index; and the gorest interpreting nominals roughly boils
down to determining the relation between the temporal irafélxe noun and that of the verb. That s,
the ontology is very ‘classical’, consisting of a single domof individuals; the expressions denoting
these individuals either remain atemporal (this is the chgeoper names, for instance), or they can
be ‘temporalized’ (i.e., be interpreted with respect to edemporal index). In this paper, we would
like to take the idea of temporalizing nominals one stephiertand this involves taking a different
ontological stand. That is, we will investigate the conssges of recasting the problem of the
temporal interpretation of nominals in a different ontatad framework; namely, a framework where
entities are no longer distinct from their (spatio-)tengloealizations, where objects (like events, for
that matter) are no more than (spatio-)temporal regioresdts Carlson (1980)).

1.3 Plan of the paper

The rest of this paper will be divided as follows. In secti@ip (ve describe in more formal detail the
core of the proposal, along with its philosophical justificas. Section (3) briefly discusses how we
capture, within our new ontology, the distinction betwerdividual- and stage-level predication. In
section (4), we consider in some details the consequencasraintology on the syntax-semantics
interface; we go in some detail through a number of concredenples, emphasizing the new pre-
dictions. This section also discusses adjectival modiboatNext, in section (5), we raise a number
of open questions which might be handled by our account gsegne minor improvements; these
include for instance questions regarding anaphora andoatézhs types.

2 An Alternative Ontology

As discussed above, the solutions given in the literatutbegroblem of temporal noun phrases all
involve providing nominals with an additional temporal@amgent. That is, this change remains rather
minimal, in that it basically maintains the ontology comryonsed by formal semanticists at least
since Montague Grammar. This classical ontology, rougidgsists of the following basic elements:

e a domain of entitied)
e a domain for times (instants or interval3),
e a domain for spac&

e (there might a domain of events, too)

Under this ontology, predicates are either atemporal, iichvbase they are sets of element®dk.g.
proper names), or ‘temporalized’ (i.e., they have an arqurslet for time), in which case they are
sets of elements dd x T. Under such a view, temporal effects are obtained throutgnpretation,
as follows —whereP is some binary predicate amsbw stands for time of utterance (cf. Musan
(1999)):
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(10) [P(x,t) APASTt)] = 1liff xise P’'sdenotationat& t < now

2.1 Problems with the ‘Classical’ Ontology

An apparent puzzle for this kind of account has to do with 8ot that a lot of predicates (e.g., motion,
spatial properties, . ..) deal with questionswdterial existencehat is, they need to be related to the
concrete referents in the world. A material referent canibeved as a functioD x T) — S. This
function has to bgartial, since most things have only a limited life-span.

What this means is that when existence is necessary, it lesdtated explicitly in our logical forms.
Put another way, one has to supplement the usual ontoldcaca¢work with a predicate of existence-
at-a-time (so that one is able to distinguish beingt(P) at t’ with ‘not being at t’).

This solution is illustrated on the following example:
(11) The King of France is bald.

The logical form for this sentence would be something like fibllowing, where two different types
of existence have to be postulated:

(12) 3Jix(king_of_francegx) Abald(x) A exist§x, now))

The classical ontology seems undesirable, for it commit® o different kinds of existence: one
logical rendered by the existential quantifier and one nateendered by an explicéxistspredicate
(see also Simons (1987)). This is indeed not very satisfaétom a metaphysical point of view.

To give another illustration of the problems faced by thassical’ ontology, consider Geach’s well-
known example:

(13) Thering is new but the gold it's made of is old.

The problem with this type of examples is that we seem to mek&adictory predications (new/old)
over the same object. The solution provided in Link (1983)¢=lly involved distinguishing an object
from its substance or an object from the sum of its parts. N@ethis solution basically builds upon
the classical ontology. Thus, Link’s idea was to consideuracfion from the domain of objects to
a domain of substancesing andneware directly predicated of the object whi@ld andold are
predicated of the object’'s substance. The problem withgbistion is that it is not clear at all that
every object has a unique substance. Thus, different sudestacan be considered for the very same
object. For instance, what is a snowman made of? Is it madeav?,sof water, of molecules, or of
atoms?

2.2 Entering the Fourth Dimension
To address these ontological problems, we take a diffetentisvhere instead of a separation between

objects and their temporal or spatio-temporal extent, veeirag the existence of objects within a
unique spatio-temporal domain (the domain of all ‘histered all material objects).
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This alternative ontology, sometimes referred tdasg-dimensionalisphas a long history and can
actually be traced back to works by Russell, Whitehead (1828 Quine (1960). These authors
hold the view that every material object reduces to a sgatigporal process. That is, everything
is a spatio-temporal region (i.e., an ‘S-T event’ for Russelworm’ for Quine). More precisely,
this means that predicates hold of "stages”, and that pemsisbjects are mental reconstructions
from perceptions of "reality”. Recently4-D’ has known somewhat of a revival through the work of
philosophers like Heller, Noonan, and Sider (Heller (198@onan (1976), Sider (1997, 2001)). Ina
similar vein than earlier studies, these studies describias we speak about as essentially temporal
entities.

It is easy to see that an intrinsically temporal ontologg likD will have no problem with material
existence or with object and substance(s). In the lattex,cae don’t have to distinguish between
objects and substances as differ@ptiori types, but only between different spatio-temporal hist®ri

As far as we know, most of these ideas developed by four-dsioaalists (except, of course, for the
distinction between entities and stages) and their imptina for formal semantics have been so far
overlooked by linguists. However, they seem to suggestyamnaiural revision of classical semantic
interpretation$, one that allows temporal relations on predicate argumertis expressed.

2.3 More formally

In a temporal ontology for concrete objects, the domain géctis will be the set of all possible space-
time histories, or space-time “worms”. Thus, the referdnsay ‘a dog’, will be all the positions the
dog occupies in space-time during its lifetime. Now pretiigasomething of that referent, e.g. that
it ‘walked’ (treated here as another space-time worm), &arlount to say that the intersection of the
two worms is not empty. This is illustrated graphically i thigure 1 below.
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Figure 1. A dog (temporarily) walking in a park, in spaceim

Let us now look at the ontology more formally. First, let ufl c& = (E, <,~,|| - ||) a model and)
be a variable assignment franto [7(E), the power set o, i.e.g: D — X € [J(E). These are such
that:

8Such a revision is briefly alluded to in Carlson (1980).
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D is the set of variables of the language.

E is a set of spatio-temporal "points" (the most fine-graineatis-temporal events),

~ IS a contemporaneity relation on spatio-temporal points

< is a total linear ordering on classes of equivalencg wfith respect tox.

|- || — {0,1} is an interpretation function.

Note that a maximal set of contemporaneous points can bgieted as an “instant”.

The formal language also includes the relations‘is before’, ‘stageé ‘is a stage of’, ‘C;’ ‘is tempo-
rally included in’, which will be interpreted as follows:

o |[x<yllg=1iff Va € ||x]|gVB € [|yllg(a < B)
o |[xCiyllg=1iff va € [[X|[g(3B € [lyllga ~ B)

o |[stagéx,y)||g= 1 iff .
[1X|g € lIYllgAVa € [lyllgl(3B € |IX|gB ~ a) — a € ||x]|q]

e in addition, the sum of objects (‘+') is defined as set unigr:+y||g = [|X/|gU ||yl |g-

We do not precise the model any further, since various ptigsecould be discussed that are not
necessarily relevant at this point. An axiomatization oy@etof models where space is considered
along with time in a same topology has already been propaskuliler (1998).

Note finally that one might also want a model in which the otleéaitions besides temporal ones are
mereological. We will use a part-of relation, which couldifierpreted in various ways, but formally
corresponds to the following for now:

IPART(x,y)[|g= 1 iff [[X]lg < [Iyl]g-

3 Types of predication

In this section, we show how the different sorts of predisaee represented in the context of the
above ontology.

If there is one ontological distinction between predic#ites is well-known to linguists, it is undoubt-
edly the distinction betweestage-level predicatesndindividual-level predicatesVery grossly, the
distinction separates transient properties from permaores. The reason this distinction is so well-
known to linguists is because many grammatical phenomensemsitive to it (e.g., Milsark (1974),
Carlson (1980), Rapoport (1991), Kratzer (1995)). We byiefbk at three of these phenomena: bare
plurals, English progressive, and secondary (depictixedipation.

Let’s begin with the facts on bare plurals, first observed agi€on (1980). Consider the two following
sentences:

9We will thus assume that tretagerelation isreflexive(i.e., anything is a stage of itsel§ntisymmetridi.e., if x is a
stage ofy andy is a stage ok, thenx andy are the same object), atidnsitive(i.e., if X is a stage of, andy a stage of
zthenx is also a stage o).
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(14) Phonologists are obnoxious.

(15) Phonologists are at the party.

There is a clear contrast between these two sentences. Waikentence featuring the stage-level
(14) is ambiguous between a generic reading and an exetesdiding, (15) only has the existential
reading.

Another well-known contrast comes from the English progites There, verbal stage-level predi-
cates can be used with the progressive in English, wherehalvadividual-level ones cannot. This
is illustrated with the following pair of examples:

(16) Jerry is smoking.

(17) *Jerryis knowing French.

Yet another grammatical reflex of this distinction comesrfreecondary depictive predication. As
with the progressive, stage-level predicates but not iddal-level ones are felicitous in this context
(see, however, McNally (1994), for some counter-examples)

(18) Angelika gave the talk naked.

(19) *Angelika gave the talk intelligent.

Within the classical ontology, augmented with events, oag % capture the distinction between
stage-level and individual-level predicates has beemgviahg Kratzer (1995), to assume that the two
types of predicates have a different argument structureoiling to Kratzer, stage-level predicates
bear a (neo-)Davidsonian argument, whereas individwaHlack such an argument. In effect, this
makes stage-level predicates sets of events, while ingalivel predicates remain sets of (tuples
of) individuals. Under her account, the contrast betwe@&) &hd (19) is amenable to a simple arity
explanation: a predicate likatelligentsimply doesn’t have an (event) argument, and so there is no
event variable to be ‘co-identified’ with that of the \gave the talk

Note that Kratzer's proposal would make no sense, given atolagy. For this ontology starts
with the assumption that is no distinction between indialduand events. In the context of four-
dimensionalism, the distinction between stage-level add/idual-level predicates will be captured
as follows. The proposal is going to be very similar, at l@éasipirit, to Carlson (1980). Intuitively, a
stage-level predicatis one that does not necessarily apply to the whole lifespan entity, but only

to a part of that lifespan (e.gnaked studen). An individual-levelpredicate, by contrast, must be
true at any time during an entity’s lifespan (eigtelligent mar). More precisely now, we propose to
capture the contrast as follows —whétgageandPynq;y denote any stage-/individual-level predicate,
andPg,geandPy , their respective denotations:

(20) [Pstagd = AY[FXPiiagd X) A\ Stagex,y) AX# Y]
(21) [Praiv] = AY[3XRq;,(X) A Stagex,y) Ax=Y]

In words now, (20) says th#tageOnly applies to slices of objects, whereas (21) saysRhgt only
applies to entire objects. Taking some concrete exampbesg, n
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(22) [studen} = Ay[3x studentx) A stagéx,y) AX# Y]
(23) [mar] = Ay[3x man(x) A stagéx,y) AX=Y]

These denotations correctly capture the intuition thatrwhe refer to an individual by calling him/her
student, we are in fact only predicating over one slide ohleishistory. By contrast, when we refer
to an individual by calling him/her man/woman, we are pratiig over his/her whole histor.

The next section will show in detail the predictions one otgdy using these denotations. As we
will see there, the present account also provides a veryalaxplanation for the contrast between
(18) and (19).

4 The syntax-semantics interface revisited

In this section, we consider the repercussions of using ewur antology on the syntax-semantics
interface. We start by briefly considering the classicabact.

4.1 The classical account

Below is the semantic derivation for the sentedoén sleptunder the ‘classical account’. In this
account, close in spirit to Heim and Kratzer (1998) (augmeéntith events), NPs are functions rang-
ing over sets of individuals (i.e., generalized quantijievghile VPs are functions from events to
functions over individuals. Inflections, finally, are fuimets from VP denotations to functions over
individuals.

(24) Fred slept.

IP:Je (sleefe, fred) Ae < now)

T

NP I':Ax(Je (sleege,x) Ae < now))

| N

PN:AP(P(fred)) VP

Fred pastAPAx(Je(P(e)(Xx)Ae<now)) V

sleepAeAx (sleefe x))

19Note that the denotations for verbal stage- and individexad! predicate will have to be slightly different from (20)
and (21), for verbal projections combine with inflectionse$iext section.
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4.2 Reuvisiting ...

The new ontology we are assuming gives a life-span to evejgcghtherefore allowing it to be
predicated over by temporal relations. More concretelgsater the revised denotations for the past
inflection, the verlsleep and the NAFred:

(25) a. [pasi =2AQAx(Iy Q(y)(X) Ay < now)
b. [sleed = AyAx(stagdy,x) Asleegdy) Ay # X)
c. [Fred] = AP P(fred)

These denotations do not seem to have changed drasticdligrbember that we are now quantifying
over a single and very distinct domain, namely a domain ofiegtamporal points. Note that there
is a further revision regarding the denotation of the veldep Namely, the new denotation now
explicitly encodes the fact thaleepis a transient property; i.e., in the present frameworks iai
function ranging over stages.

Given these new denotations, the semantic compositiodsyide following logical form for the
sentencéred slept
(26) [Fred]([pasi([sleed)) = Jy(stagey,fred) Ay < now Asleefy) Afred #y)

That is, in wordsFred sleptis true if and only if there is a (spatio-)temporal staget{de) of the
entity fred in the past that also belonged to the sleep history (i.eretivas a sleeping episode in
Fred’s history).

In the following, we consider the amendments to be made taé&meatations of the other parts of
speech.

4.2.1 Nouns and quantifiers

We already discussed the denotations to give to stagededeindividual nominals in section (3); as
in the classical account, noun denotations are very sital#rose of (intransitive) verbs. Below are
some other examples:

(27) a. [hostagd = Ay(Ix hostagéx) A stagéx,y) AX#Y)

b. [man] = Ay(3x man(x) A stagéx,y) AX=Y)
That is, hostageholds of temporal slices of entities, whitean assumes the whole history of the
referred entity.

What is the denotation for quantifiers? Well, one can bagiealsume that quantifiers keep the same
sort of denotations as in the classical account; e.g.:

(28) [a] = APAR(IX(P(x) AR(x)))

Given the above denotations, we are now in a position whereanelerive semantic representations
for sentences which involve multiple predicates like, saynan slept—where we are temporally
relating an individual-level nominal and a stage-levebatpredicate-!

UNote that the variablesandx will be used below for ease of notation, but it is worth remenig that these variables
range here over the same domain (i.e., they don’t have teaalumplicit event and object interpretation).
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(29) [Aman slept=[a] ([mar)([slepq)
= Jx3s3s’ (manx) A stagés,x) As= xAsleefds) Astagés,x) AS < nowAS #X)
= 3Ix3s (manx) A sleeds) A stagés,x) AS< now AS# X)

Literally, A man slepis true if and only if there is a object that is a man and theaeskeeping stage as
part of his history. Contrast the above representation thigtone we get for the senten&a hostage
slept—where we combine two stage-level predicates:

(30) [An hostage slept=[a] ([hostagé)([slepf)
= dxdsde (stagés,Xx) A hostagés) A s# XA stagée, x) Asleeffe) Ae< now A e # X)

The sentencan hostage slegs true if and only if there is an objet such that this object has as
part of its history both an hostage episode and a sleepirsp@@i Crucially, the temporal relation
between these two episodes is left underspecified. Thisrreaosince, as already observed, one
might wante C; s (in which casexis an hostage during the time of the sleeping) or an emptyoeahp
intersection:eny s= 0 (in which casex was no longer an hostage at the time of the sleeping). In
other words, we leave it to the discourse context (rhetbradations, maybe) to fill in the temporal
relation between the two episodes in this case.

4.2.2 Universal quantification and the question of identityacross time

Note that the present account has a potential problem witrersal quantification. The problem is
the following. Assume we simply ‘copy’ the old denotationsskeryinto our account, i.e., we assume
the following denotation:

(31) [every} = APAQ(VX(P(x) — Q(x)))

Recall that we are now quantifying over (spatio-)tempoliaes of individuals. Consequently, what
a phrase such a&very mammeans in this context is roughly every temporal slice of geaiwith the
property "man”.

But this cannot be quite right. Consider the following sets along with its tentative logical form
(leaving out tense):

(32) a. Every man had one drink (only).
b. ¥x(manx) — had_one drink(x)))

This formula does not quite give us what we want. For it sedrasit allows us to quantify over slices
of the same man. Indeed, "man" is an individual-level propso every temporal slice of something
that has the property "man" also has the property:

vx, y(man(x) A stagey, x)) — man(y)

Let's say we have a max) from (32-b) we know he had one drink. Let’'s consider now twstdn-
nected different stageg andx, of the same mar: from (32-b) again, they each had one drinkxso
actually had two drinks !

This suggests thavery marshould rather be interpretedaximallywith respect to the context (i.e.,
we are quantifying over maximal slices); that is, one shonfdead assume the following logical
form:
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(33) ¥x(manx) —

(has one drink(x) A Yy [stagdy, x) A has one drink(y)] — x=Y))
And we should change the semanticewéryfor

[every = APAQ(VX(P(x) — (Q(x) A Vy [stagey,x) AQ(Y)] — x=Y))

A similar solution to this problem is informally suggestedioonan (1976).

4.2.3 Adjectives and adjectival modification

Let us now turn to adjectival denotation and the thorny pobbf adjectival modification. First, let
us get the verlbe out of the way. We will assume here that the denotation ofwtérb is simply the
identity function:

(34) [bg =APP
Consider the following example:
(35) Olga went to the party sick/*Polish.

As this example makes cleaickandPolishare stage- and individual-level predicates, respectively
That is, in our framework, they receive the following distidenotations:

(36) [sick = AyAz(sick(z) Astagézy) Az#Y)
(37) [Polish] = AyAz(polish(z) A stagéz y) Az=Y)

These aremutatis mutandighe same denotations as for verbal stage- and individwal-predicates.
Rather unexpectedly, the semantic derivationtga was sickooks very similar toFred slept that
is:

(38) [Olgawas sick=[Olga] ([PAST]([be] ([sicK)))
= Js(stagés, olga) AS < now A Sick(s) Aolga # S)

Now, what abouOlga was PolisR

(39) [Olga was Polish = [olga] ([PAST] ([b€] ([Polish])))
= Js(stagés, olga) As < now A polish(olga) Aolga = S)

Now, notice that the above denotations make the predidtatsick andPolishcannot be conjoined
—atleast under standard coordination, i.e., whare] = APAQ(AX(P(X) AQ(X))). The observation
that stage-level predicate and individual-level prediGate hard to coordinate goes back to Vendler
(1967) (it is also found in Larson (1998)). The reason whyhsteses of coordination are ruled out
under our account is because they would simply yield a cdittian; e.g.

(40) # Olga was sick and Polish
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would yield:
(41) 3ds(s< now Asick(s) Astagés,olga)) As=olgaAS#olga = L

It is worth noting here that the above explanation can benebeé to the infelicitous cases of individual-
level predicates in depictive predications, noted by KeatDepictives as ilkngelica gave the lecture
intelligentcan indeed be analyzed as a case of (generalized) cooatin@tierefore, this sentence is
out becausgave a lecturandintelligentclash in the the same way sigkandPolish

There is another prediction we get for free with our ontolaggmely, asserting that a individual-level
property no longer holds of an individual entails that tmdividual no longer exists. For instance,
Olga was Polishhas the implicature that Olga is dead:

(42) Olga was Polish/a woma# Olga is dead

This is a consequence of our system, because then:
(43) (s< now A polish(s) A stagés,olga) As= olga)
which is equivalent to:

(44) polish(olga) Aolga < now

If Olga’s history is in the past of the speech time, it mearessstiead.

Let us turn to the case of ambiguous adjectives ligautifulnoted by Larson Larson (1998). Under
his account, these can be predicated of objects or events:

(45) Olgais a beautiful dancer.
The two readings proposed by Larson are:

(46) a. beautifulx) Aolga(x) Adancerx)
b. olga(x) A (Ve(dancéx,e) — beautifule))

The way Larson proposes to produce these two readings nlglagd hoc it is based on the idea that
during the composition, the variable introduced by adyedbieautifulcan either be ‘co-identified’
with the individual variable or with the event variable mdiuced by the nominalancet

Under our ontology, there is no difference between objents events. So, we have to resort to
some other explanation. (This explanation isn’t yet tgtalbrked out.) Within our semantics, it is
reasonable to assume that the adjective and the noun eemtiuiog a stage (since bdtkeautifuland
dancerdenote transient properties). In turn, these two stages) tee case othe hostage slept
can but need not to, refer to the same stage. That is, the tdings proposed by Larson are also
predicted by our account:

(47) a. ...Astagdzolga) Adancefz) Abeautifulz)
b. ...Astagdzolga) Adancefz) A beautifulolga)
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5 Open questions

A number of constructions are still out of the reach of thegpsal made in this paper. In the follow-
ing, we briefly review some of these problematic cases thanhtead to address later.

5.1 More on Adjectival modification

Our major concern regards adjectival modification. As wesdabove, we don't yet have a fully
worked-out solution for théeautiful danceexamples. But there are many other puzzling examples.
Consider first the followings:

(48) A hungry hostage attended the dinner.

This example is interesting because the different preglsaatthe NP are interpreted at different times.
That is, roughly, the adjectivieungryis interpreted at the verbal time, whifestages interpreted
at some previous time. Notice that this type of mismatch yohd the scope of traditional accounts
of adjectival modification; crucially, these assume thatlominal argument and the adjectival one
are ‘co-identified’ (cf. Higginbotham (1985), Kratzer (B9 It is worth noting that this type of
mismatch does not seem incompatible with the present atcsimee more temporal structure has
actually been built into lexical meaning. More work is howevequired to figure out how Adj and
N should be composed. What already seems clear is that soigpékte rhetorical relations might be
needed to actually compute the temporal relation betweesttyes involved.

There seems to be a strong similarity between the above dgarapd depictives and absolutives,
although the adjective is NP-internal (and not at the clpesigphery). That depictive feel is reinforced
by the following contrast:

(49) (50) An happy Olga entered the room.
(51) # A Polish Olga entered the room.

This contrast between stage- and individual-level is ppbpbamenable to the same explanation as for
the depictives.

Another case where there seems to be mismatch between symiagemantics is with so-called
hypallagesi.e., a figure where a predicate (typically, an adjectivedifies one noun syntactically
but another noun semantically. Literary examples inclindefollowing:

(52) Darksome wandering by the solitary night [Angel Day]

(53) The knight raised a vengeful hand
But we have also managed to find real-life examples:

(54) We had a sad dinner.

(55) The house was sad, since Fido’s death.
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A guestion we leave here is: Is it hypallage or rather metonyine., dinneris used for the people
attending it, andhousefor the people living in it.

The following contrast should also be explained:

(56) Tired, the boys didn’t go to the party. (they didn’t)
(57) The boys didn’t go to the party tired. (they did)

In particular, one has first to explain how the predicatiothim‘dislocated’ ARtired is related to the
predication of the matrix clause. The interpretation farsth examples suggests that the secondary
predication is outside the scope of negation in the first ganbut inside it in the second example.
What is remarkable in the latter example is that it is the sdaoy predicatioralonethat is negated
(i.e., there is an implicature that the boys did go to theypart

5.2 Anaphora and predicate types

Beside adjectival modification, our plan is to go beyond eece¢s and also consider anaphora. As
shown by the following examples, there seem to be intergtiteractions between predicate types
and anaphoric possibilities:

(58) a. The man was drunk an hour ago. He is sober now.
b. The man was drunk an hour ago. # He is a woman now.
c. Thedrunk was sleeping. ? He is sober now.
d. The man had an operation. He is a woman now.

e. The drunk jumped into the pool. ? He is sober now.

These facts seem beyond the scope of dynamic semanticsniacsoch as Kamp and Reyle (1993),
Groenendijk and Stokhof (1991) or Asher and Lascarides3R00

6 Conclusion

We started our study with some known problems related tostimgoral interpretation of certain noun
phrases, and the unpalatable properties of the ontoldgacakwork generally assumed to solve these
problems. We have shown here how to consistently changearpatal ontology into a temporalized
one in order to deal with temporal aspects of the semantioswh phrases. This ontology had been
suggested in the past, but had never fully adopted and pubtk w a semantic framework. This is
an attempt to unify a few semantic problems related to petidic over events and concrete objects.
While there are still some aspects in need of a more precialysas, we hope that this kind of
approach is a promising, coherent path to deal with temzadaleffects of predications other than
verbal.
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Naming and Economy”
Hans-Martin Gartner

Each of us so deep and so superficial, Joni Mitchell

1. Introduction

The aim of this paper is to provide a semantic alternative to the account of modified proper names
discussed in Kayne (1994). Whereas the latter takes the relevant facts to speak in favor of a head-
raising analysis of relative clauses, the semantic alternative offered here can do without such an
analysis.

The main ingredients of the theory developed below are (i) a generalization of the "blocking prin-
ciple™ of Chierchia (1998) and (ii) an appeal to a part/stage ontology for the analysis of the meaning
of proper names along the lines of Paul (1994).

2. The Linear Correspondence Axiom, relative clauses, and proper names

Kayne (1994) argued for an asymmetry of hierarchical and linear notions of syntactic constituent
tree structure. In particular, he showed how to derive the linearization of terminal nodes from the
asymmetric c-command relation in terms of the "Linear Correspondence Axiom" (LCA). | state the
LCA in simplified form in (2). (1) provides the familiar ingredients of constituent structure trees (cf.
Partee, ter Meulen and Wall 1993:441).

(1)  a N =the set of nodes
b. T = the set of terminals (T < )
c. D = the dominance relation (weak, partial) [ c N x IV ]
d. P = the precedence relation (strict, partial) [ c N x N ]

2 Linear Correspondence Axiom (LCA) (cf. Kayne 1994)*
a. PI'T is a strict linear order
b. VX,yeT [<X,y>eP <>
Av,welN-T [<v,x>eD A <w,y>eD A <v,w>e ACC]]

" The contents of this paper have been presented at the 2003 LAGB-meeting in Oxford and CSSP03 in Paris. | thank the
audiences at both conferences, as well as Manfred Krifka and an anonymous reviewer for comments, suggestions, and
criticisms. Common disclaimers apply.

1 p[T" denotes the restriction of relation P in N x N to its subrelation in T x T. ""ACC" denotes the asymmetric c-
command relation (ACC), which is a relation in N x N, restricted to its subrelation in (N-LS) x N, where "LLS" denotes
the set of "lower segments,” i.e. non-highest segments, of adjunction structures. The use of "ACC is a rather ad hoc
method for allowing leftward adjuncts, which do double duty as adjuncts and specifiers, to comply with the LCA. For
more comprehensive discussion, see Kayne (1994, chapter 3), and for a formal approach to adjunction structures, see
Kracht (1999).
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The tree structures in (3) illustrate the structural consequences of these assumptions for modifica-
tion of an NP/DP by a relative clause.

/\ /\

D NP D NP
the N the NP CcP

nodes N that_count
l
nodes
¢ 7 DP d DP
/\ /\
DP CP D CP

D NP  that_count the NP; CpP

| | | T~

the N N C IP
| \ | T
nodes nodes that t,_count

Crucially, analyses that rely on righthand adjunction, i.e. (3b)/(3c), are incompatible with the LCA.
(4a)-(4d) spells out asymmetric c-command for (3a)-(3d), respectively. Pairs that induce a linear
order diverging from the one shown in (3) are marked by *2

4) a. "ACC(3a) = {<D,N>}
b. "ACC(3b) = {<D,N>*<CP,N>}
c. "ACC(3c) = {<D,N>*<CP,D>*<CP,NP>*<CP,N>}
d. "TACC(3d) = {<D,N><D,C>,<D,IP>,<NP,C>,<NP,IP>}

Clearly, (3d), which illustrates (a variant of) the "head raising analysis" (HRA) of relative clauses,
is LCA-compatible. This is the structure endorsed in Kayne (1994):

"Summing up this section so far, the raising/promotion analysis of relatives, which is by far the
most natural analysis of relatives from an LCA perspective, has led me to propose that [ . . . ] [ the
nodes that count ] [ . . . ] involve[s] movement to the specifier of CP that is a sister to D = the"
(Kayne 1994:91).

% Note the absence of <CP,N> from “ACC(3d), which is due to the fact that the lower segment of CP is not a member of
N-LS. The higher one does not even c-command N.
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In a footnote it is remarked that a restricted variant of what is called the CN+S analysis of relative
clauses in the Montagovian tradition (cf. Janssen 1982) would be another LCA-compatible alterna-
tive.

"In the only alternative configurationally permitted by the LCA, the relative clause would be a
complement of N°" (Kayne 1994:155fn.17).

This analysis is shown in (5).2
(5) [op the [np [ne NOdes ] [cp that count ] ] ]

Interestingly, Kayne (1994) cites the following contrast involving proper names in favor of a (3d)-
style HRA.

(6) a. * the Paris
b. the Paris that | read about

"The approach to relatives [ . . . ] being developed here permits one to understand straightforwardly
why [ . .. ] a proper noun (NP) is prohibited in English from being the sister phrase to a definite
article™ (Kayne 1994:103).

(7) shows the specific assumptions one has to make under an HRA of (6b).

(7 a [oe the [cp that [ip | read about Paris]]1] (D-Structure)
b. [op the [cp Paris; that [jp | read about t; ] ] ] (S-Structure)

Crucially, nowhere in the analysis would the proper name Paris be a sister of, and thus combine
directly with, the definite determiner.

Of course, this can only be a partial vindication of the HRA, given the coexistence of structures (3a)
and (3d) in the domain of common nouns. However, instead of dwelling on the HRA here, | will
give an alternative semantic account of the facts in (6). On the basis of that account, HRA will be
dispensible in the domain of modified proper names, and arguments in its favor would have to be
sought elsewhere.

3. Generalized Blocking and the modification of proper names

3.1 Generalizing the ""Blocking Principle™

My alternative approach to the contrast in (6) will rely heavily on the theory of constrained type-
shifting developed in Chierchia (1998). Accordingly,

® However, the general CN+S approach, according to which the category CN can be arbitrarily complex due to
adjectival modification, cf. (i), is not LCA-compatible.

(M [+ the [cn [en [ terminal ] [cn nodes ] [s that count ] ] ]

Another LCA-compatible approach to righthand modifiers could postulate conjunction-like structures, cf. (ii), where
"MP" stands for a "modification phrase."

(i) [op the [me [ne Nodes ] [ M? [cp that count ] ] ]

For additional discussion of LCA and HRA, see a.0. Borsley (1997) and Bianchi (2000).
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"[N]ocal type mismatches can be solved through a highly constrained set of universally available
type shifting operations. These apply either in the lexicon or, possibly, as part of the compositional
interpretation of phrases"” (Chierchia 1998:340).

The crucial economy constraint involved in regulating type-shifts is formulated in (8).*

(8) Blocking Principle (‘"Type Shifting as Last Resort’) (Chierchia 1998:360)
For any type shifting operation t and any X: *t(X),
if there is a determiner D such that D(X) = t(X)

(8) accounts for the free availability in English, where defined, of the "~ and “-operator, shifting
properties (<s,<e,t>>) to kinds (e) and vice versa, while v and 3 are usually blocked by the availa-
bility of the and a.> One example of this is shown in (9).

9) a. Dogs are widespread » WIDESPREAD("'DOGS)
b. * Dog is barking » IDOG(IS_BARKING)
C. A dog is barking » (APAQIX[P(X)&Q(X)](DOG))(1S_BARKING)

For the purpose at hand, (8) will have to be generalized as in (10).°

(10)  Generalized Blocking Principle (GBP)
For any pair of expressions E; and E,, such that
(i) l|Eall = [|E2]|, and
(i) Ez involves type shifting operator t, while E; doesn't,
E; blocks E,.

(10) yields the same results as (8) for the case in (9), since while (9b) involves 3, (9¢) doesn't, and
given that ||(9b)|| = [|(9¢)|| , (9¢) blocks (9b), i.e. *(9b).

3.2 Modifying proper names

In addition to the GBP I will adopt the approach to modified proper names in terms of a part/stage
ontology put forward in Paul (1994).

"Under this analysis proper names denote sets of spatio-temporal parts of individuals as suggested
by Quine (1960). This will give us a semantically satisfying analysis of the above modified proper
names under which they pick out certain parts of those sets™ (Paul 1994:269).

* I have slightly simplified that definition. In the original there is the additional condition that D be defined for argument
X.

> | cannot go into a full-fledged discussion of this approach. For recent criticism of as well as alternatives, see Krifka
(2003) and Longobardi (2001).

® The formal shape of expressions E; and E; is likely to have to be further constrained in order to prevent unwelcome
consequences. This is the well-known problem of defining "reference-sets” for economy principles to apply to. For an
interesting discussion of the latter problem in the domain of minimalist syntax, see Sternefeld (1997). See also the
debate of CCG type-raising in section 4.2 below for some potential refinements.
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In particular, I will rely on the following ontological and model-theoretic assumptions made by Paul
(1994:275f).

(11) a. Disanon-empty set, namely our semantic domain, and ID a non-empty subset of D,
namely the set of all individuals i, i', 1", . . . in D;
b. D is partially ordered by a spatio-temporal part relation <g, such that < is reflexive,
transitive, and antisymmetrical;
c. Foreachi e D, there is a set P; := {x | x <s 1 } of i's parts which contains more elements
than just i and forms a complete join semilattice under <g, i.e., it is partially ordered
by < and each non-empty subset P' of P; has a supremum in P;.

(12) A model M is a structure (D,ID,|| ||,f<), where
a. D and ID satisfy the conditions stated under [(11)];
b. || || is an interpretation function that maps nouns and intransitive verb phrases onto subsets
of D, in particular proper nouns onto some P; for an individual i € ID, and modifiers
and qualifiers onto functions from D to D;
c. f< is a function that gives for each noun N a partial order on ||N||; for proper nouns this
partial order will be given by <.’

There is, however, one subtle but important difference between my proposal and Paul's. The latter
doesn't seem to differentiate between proper names in the natural language and their counterparts in
the interpreted formal language. Here such a difference will be crucial. Thus, denoting (maximal)
sets of parts/stages as stated above will be a property of proper names in the formal language. For
example, ||PARIS|| e {0,1}°. However, proper names of natural language will be translated as
"Sharvy-style" definite descriptions, such as indicated in (13a).?

(13) a. Paris)) ((PARIS)
b. 1X = the largest member of X if there is one (else, undefined)

This proposal preserves the intuition that natural language proper names are "referring expressions”
by default and that modified proper names are somehow "marked."

Let us further assume ", a variant of Chierchia's "up" (Chierchia 1998:350), to be a type-shifting
operator from individuals (members of ID) to the set of their parts. Also, take the definite determi-
ner the to be translated as 1. Then, on the basis of GBP the contrast in (6) will be accounted for by
blocking, i.e. Paris blocks the Paris, as shown in (14).

(14) a. Paris » 1(PARIS)
b. * the Paris . 17 ((PARIS)))
C. [u(PARIS)|| = [L(* (LPARIS)))II

Conversely, a type-shift via " will be necessary in order to make Paris available for "intersection"”
with a modifier, as shown in (15).

(15)  [ne [ne Paris ] [cp Opi that | read about t; 17 )) (%" (1(PARIS)) N AX(I_READ_ABOUT(X))

" For a more elaborate vindication of such an approach, see (Link 1998).
8 See Sharvy (1980). The definition of 1 is taken from Chierchia (1998:346).
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Now, in order to turn the resulting complex expression into a referring expression we need to apply
a type-shift via 1 again. This time, GBP will favor using the, which is available in the English lexi-
con, over using just t, i.e. (16a) blocks (16b) where both are translated as (16c¢).

(16) a. the Paris that | read about
b. * Paristhat | read about

C. (Y (UPARIS)) N AX(I_READ_ABOUT(X)))

3.3 Defending the account

Subtle though the differences might be, there seems to be a clear advantage of this account over the
one in Paul (1994). There the referential reading of proper names is accounted for in terms of a
phonologically empty definite determiner (cf. Paul 1994:276), as indicated in (17).

17) ©@Paris » 1(PARIS)

While it may not be fully straightforward to defend this assumption in the first place, the availabi-
lity of Oraises the question as to why (16b), reanalyzed as (18), couldn't have the meaning in (16c)
after all, and thus coexist with, if not block, (16a).

(18) Paris that | read about

This has to be prevented by stipulation. In contrast, on my account the logic of the argument is re-
versed. One 1 comes for free by lexical stipulation, but any additional one will have to be introduced
by the overt determiner. In fact, the GBP-based account is founded on cross-linguistic evidence (cf.
Chierchia 1998). In particular it is compatible with the claims made at length by Longobardi (1994,
2001) against null determiners in English as opposed to Italian.

The facts in (19) are a case in point.

(19) a. Dogs are rare b. Leo ate potatoes
c. * Canisono rari d. Leo ha mangiato patate

Thus, the free availability of bare plurals in governed, (19b), as well as ungoverned position, (19a),
distinguishes English from Italian, (19d) vs. (19c), the assumption being that null determiners have
to be formally licensed by government much like other empty categories.’

Summing up so far, | have shown how to provide a semantic account for the contrast in (6): | as-
sume that (6a) involves a superfluous addition of the given the translation of Paris as i(PARIS),
while such an addition is necessary in the case of (6b) in order to return to a referential expression
from a set denoting one. As a consequence, contrary to what is suggested in Kayne (1994), no HRA
of relative clauses is required for dealing with these facts.™

° For a wealth of additional facts and considerations | refer the reader to the cited works by Longobardi.

10 An equivalent account of these facts can be given if one starts from an inherent GQ-denotation of proper names (cf.
Muskens 1995). For an independent vindication of the HRA, see Bhatt (2002). Given the discussion in
Hulsey&Sauerland (2003) and Heycock (2003), however, it is unclear whether that defense of the HRA is more
compelling. Still, HRA-afficionados could interpret chain formation in (3d) to trigger the type-shift via ~".
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4. Two challenges to Generalized Blocking: " Avoid Structure' and optionality
4.1 Avoid Structure

Let me finish this paper by pointing out two issues that may seem problematic from the perspective
developed so far. First, in addition to the blocking principle in (8), Chierchia (1998:393) appeals to
the economy constraint "Avoid Structure,” formulated in (20).

(20)  Avoid Structure (AS): Apply SHIFT at the earliest possible level

This principle is argued to be responsible for the contrast in (21).

(21) a. Dogs are widespread
b. * The dogs are widespread

In particular, it is claimed that

"English, given its category-type map, can apply SHIFT at the NP level [ . . . ]. Evidently, when this
option is available, it must be chosen over one which involves projecting D" (Chierchia 1998:393).

English NPs are taken to be categorially parameterized for licensing in syntactic, and therefore also
semantic, "argument positions." Thus, the "-operator, which turns pluralities (e.g. boGs) into "plu-
ral kinds" (e.g. "DoGS), can, and by the workings of (20) must apply at the NP level. This licenses
translation (22) for (21a).

(22) WIDESPREAD("'DOGS)

The argument for AS in addition to GBP presupposes that the kind reading at stake in (21) could
alternatively be arrived at by means of an intensionalized plural definite description, as provided in
(23) (Chierchia 1998:392).

(23)  WIDESPREAD(™DOGS)

Such a reading could in principle be contributed by a definite determiner, as the Italian translation
of (21) shows.

(24) 1 cani sono diffusi
the dogs are  widespread

So, why doesn't the GBP apply, predicting reverse grammaticality facts for (21)? The answer is that
"the definite article as such does not mean the same as ". Only an overt morpheme whose meaning

is identical to one of the available shifters blocks that shifter from being used covertly. Hence, use
of " [...]is unaffected by the presence of the definite article™ (Chierchia 1998:393).
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If we accept this account, we need AS in order to rule out (21b). Since the and " don't seem to block
each other in the sense of the GBP, it is the avoidance of structure, i.e. not projecting a DP-layer,
which gives " its advantage over the. In the light of this reasoning, let us consider (25).

(25 a. Dogs that interbreed with wolves are rare
b. * The dogs that interbreed with wolves are rare

Clearly, modification by a relative clause preserves the NP-status of the resulting constituent. Con-
sequently, the same effect of AS can be seen in (25) as well.

The potentially worrisome point of this account is that it may jeopardize the GBP approach to the
contrast in (16), and, mutatis mutandis the contrast in (9b) vs. (9c). Thus, assume that a covert 1 is
able to bring about the type-shift from (15) to (16c) at NP-level. Then AS and GBP make conflic-
ting predictions about the facts in (16). The former would, contrary to observation, predict (16b) to
be fine and (16a) to be out, while GBP, as we have seen, makes the correct predictions. Clearly,
further assumptions are needed.

Thus, either one resorts to direct stipulation, such as the one in (26).

(26)  Application of covert 1 requires projection of a syntactic DP-layer

An alternative way of defusing the power of AS for the case at hand would be by appeal to an OT-
style ranking, such that GBP outranks AS.

(27) GBP >> AS

Although my impression is that this second approach is more congenial to the purposes of Chierchia
(1998),* 1 will have to leave exploring its consequences for further research.

4.2 Optional type-shift?

A second issue concerns the application of type-raising in "Combinatory Categorial Grammar"
(CCQG) (cf. Steedman 1996; 2000). The availability of type-raising (T ) allows for alternative deri-
vations of one and the same sentence.™ (28) gives an example. "E," and "E\" denote forward and
backward "slash elimination,"” respectively, "C." denotes "forward composition."

(28) a. E/(C>(TA(AnnaNp)(m§1rried(s\Np)/Np))(Mannpr))
b. E\((Annane) E/((marriedsweyne) (Mannyne)))

From the perspective of GBP, one might expect (28a) to be blocked by (28b), given the absence of
T, in the latter. One way out would be to take information-structure into consideration as relevant
for establishing "likeness of meaning."” As argued at length in Steedman (2000), the alternative

1 This solution would be further grist on the mill of "OT-semantics" (cf. Hendriks and de Hoop 2001).
12 The definition of type-raising is given in (i). T is a variable over categories. | sidestep further restrictions, as well as
the semantic side of this operation.
(i) Type-raising (T,) (Steedman 1996:36)

a. X = T/(T\X)

b. X = T(T/X)
The example discussed in the text is oversimplified and used for purely demonstrative reasons. Thanks to Mark
Steedman (p.c.) for clarifying this issue.
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bracketings in (28) have information-structural import. Thus one could reconcile type-raising in
(28a) with the GBP by attributing different "meanings™ (u) to the two derivations, i.e. u(28a) =
u(28b).

This approach, however, is immediately challenged by the alternative "bracketing-preserving™ deri-
vation of (28b) provided by Steedman (1996:37), which is shown in (29).

(29)  EAT .(Annanp)E\((marriedsweyne) TA(Mannyne)))

Instead, one could therefore add a condition on "form” (¢) to the GBP, where by "form™ | mean the
string of terminals of an expression. Thus, if it is required that ¢(E1) # ¢(E2), (28) will not fall under
the rule of the GBP, and (28a) and (28b) can coexist.

As far as | can see, this extra condition is compatible with the applications of the GBP so far, as all
of these involve competition between covert type-shifters and overt determiners. A slightly more
sophisticated notion of "form" will be required to distinguish covert shifters from phonologically
empty determiners, a move that may be necessary for Chierchia's (G)BP-approach to Italian.

5. Conclusion

In this paper | have shown how to provide a semantic account for the contrast in (6), repeated below
for convenience.

(6) a. * the Paris
b. the Paris that | read about

| assume that (6a) involves a superfluous addition of the given the translation of Paris as 1(PARIS),
where, following assumptions made in Paul (1994), PARIS denotes the set of spatio-temporal parts
of Paris. Formally, superfluousness is turned into ill-formedness by the Generalized Blocking
Principle, (10), which is a generalization of the blocking principle proposed by Chierchia (1998).
The proper translation of the Paris, i.e. 1(~ (1(PARIS))), would involve an intermediate upward-shift
to a set denotation. This, however, is blocked by the GBP.

Crucially, the addition of the definite determiner the is necessary in the case of (6b) in order to turn
a set denoting expression into a referential one. This involves an unavoidable prior shift of 1(PARIS)
to the modifiable set denoting “"(1(PARIS)). Again, the GBP is involved, blocking a covert applica-
tion of 1, which could have derived the unacceptable (16Db).

(16) b. * Paristhat I read about (is beautiful)

As a consequence, and contrary to what is suggested in Kayne (1994), no head-raising analysis of
relative clauses is required for dealing with these facts.™

13 Ora Matushansky (p.c.) pointed out that the analysis of proper names in terms of a part/stage ontology is incompatible
with taking them to be rigid designators. In order to decide this difficult issue, one has to look at attempts of applying
the notion of rigidity to kind terms, given that the account defended here assimilates proper names to kind terms. One of
the less naive approaches in terms of "essentialist predicates™ is sketched in Soames (2002:251):

"EP. A predicate P is essentialist iff for all possible worlds w and objects o, if P applies to o with respect to w, then P
applies to o in all worlds in which o exists."”



12 H.-M. Gartner

References

Bhatt, Rajesh. 2002. "The Raising Analysis of Relative Clauses: Evidence from Adjectival
Modification.” Natural Language Semantics 10:43-90.

Bianchi, Valentina. 2000. "The Raising Analysis of Relative Clauses: A Reply to Borsley."
Linguistic Inquiry 31:123-140.

Borsley, Robert. 1997. "Relative Clauses and the Theory of Phrase Structure.” Linguistic Inquiry
28:629-647.

Carlson, Gregory. 1991. "Natural Kinds and Common Nouns." Pp. 370-398 in Semantics. An
International Handbook of Contemporary Research, edited by Arnim von Stechow and
Dieter Wunderlich. Berlin: de Gruyter.

Chierchia, Gennaro. 1998. "Reference to Kinds Across Languages.” Natural Language Semantics
6:339-405.

Hendriks, Petra, and Helen de Hoop. 2001. "Optimality Theoretic Semantics.” Linguistics and
Philosophy 24:1-32.

Heycock, Caroline. 2003. "On the Interaction of Adjectival Modifiers and Relative Clauses."
Edinburgh.

Hulsey, Sarah, and Uli Sauerland. 2003. "Sorting Out Relative Clauses: A Reply to Bhatt." Boston
& Tibingen.

Janssen, Theo. 1982. "Compositional Semantics and Relative Clause Formation in Montague
Grammar." Pp. 237-276 in Formal Methods in the Study of Language, edited by Jeroen
Groenendijk, Theo Janssen, and Martin Stokhof. Amsterdam: UvA-Publications.

Kayne, Richard. 1994. The Antisymmetry of Syntax. Cambridge MA: MIT Press.

Kracht, Marcus. 1999. "Adjunction Structures and Syntactic Domains." Pp. 259-299 in The
Mathematics of Syntactic Structure, edited by Hans-Peter Kolb and Uwe Mdonnich. Berlin:
Mouton de Gruyter.

Krifka, Manfred. 2003. "Bare NPs: Kind-referring, Indefinites, Both, or Neither?" Berlin.

Link, Godehard. 1998. "The Ontology of Individuals and Events." Pp. 269-310 in Algebraic
Semantics in Language and Philosophy. Stanford CA: CSLI-Publications.

Longobardi, Giuseppe. 1994. "Reference and Proper Names: A Theory of N-Movement in Syntax
and Logical Form." Linguistic Inquiry 25:609-665.

Longobardi, Giuseppe. 2001. "How Comparative is Semantics? A Unified Parametric Theory of
Bare Nouns and Proper Names." Natural Language Semantics 9:335-3609.

Muskens, Reinhard. 1995. Meaning and Partiality. Stanford CA: CSLI-Publications.

Partee, Barbara, Alice ter Meulen, and Robert Wall. 1993. Mathematical Methods in Linguistics.
Dordrecht: Kluwer.

Paul, Matthias. 1994. "Young Mozart and the Joking Woody Allen. Proper Names, Individuals and
Parts."” Pp. 268-281 in SALT IV, edited by Mandy Harvey and Lynn Santelmann. Ithaca NY:
Cornell University Press.

Quine, Willard Van Orman. 1960. Word and Object. Cambridge MA: MIT Press.

An exploration of whether a satisfactory account can be built along such lines is beyond the scope of this paper (for
further relevant discussion, see for example Carlson 1991). An alternative would lie in taking the rigidity of proper
names be a derived notion.

"Even in the case of proper names, it can be argued that their rigidity is the result of other, more fundamental, semantic
properties that they possess. More specifically, the doctrine that names are rigid designators may be viewed as a
corollary of the more central thesis that they are nondescriptional, together with an account of how their reference is
fixed in the actual world" (Soames 2002:264).



Naming and economy 73

Sharvy, Richard. 1980. "A More General Theory of Definite Descriptions.” The Philosophical
Review 89:607-624.

Soames, Scott. 2002. Beyond Rigidity. Oxford: Oxford University Press.

Steedman, Mark. 1996. Surface Structure and Interpretation. Cambridge MA: MIT Press.

Steedman, Mark. 2000. The Syntactic Process. Cambridge MA: MIT Press.

Sternefeld, Wolfgang. 1997. "Comparing Reference Sets." Pp. 81-114 in The Role of Economy
Principles in Linguistic Theory, edited by Chris Wilder, Hans-Martin Gértner, and Manfred
Bierwisch. Berlin: Akademie Verlag.

Hans-Martin Géartner
ZAS Berlin
gaertner@zas.gwz-berlin.de






Empirical Issues in Formal Syntax and Semantics 5
O. Bonami & P. Cabredo Hoftherr, eds. 2004. pp. 75-88
http://www.cssp.cnrs.fr/eiss5

Connectives, Indeterminates, and
Quantificational Variability”

Kook-Hee Gill
Steve Harlow
George Tsoulas

1. Introduction

It is a well known fact that a number of languages, mainly from East and South Asia form
quantificational expressions not (or not exclusively) through the use of determiner-like elements
combined with a restrictive expression. Rather, in these languages, a so-called indeterminate
pronoun' (which is homophonous to a wh word) combines with a suffixal element, whose nature
varies, and thus the indeterminate acquires a particular quantificational force. In this paper we will
mainly concentrate on two issues arising form the combination of indeterminates with disjunction
and conjunction denoting morphemes, and the particular force taken by the indeterminate through
this combination. Our point of departure here is double. First, the observation that the
quantificational force acquired by an indeterminate after it has combined with disjunction is not
crosslinguistically uniform. On the other hand we also observe that the combination indeterminate +
conjunction does have a crosslinguistically consistent meaning (A universal quantifier) but also
makes the resulting items sensitive to polarity (again in a crosslinguistically consistent manner). In
a nutshell, our argument in this paper, will be that the key to the solution to the second question is
provided by an understanding of the first. More specifically, we will argue that the account of
disjunction based quantifiers that we have proposed in earlier work, can be easily and beneficially
extended to cover conjunction based quantifiers too with some surprising results. The paper is
organised as follows. In section2, we present the basic data. In section 3, we outline the general
shape of the account and its underlying intuitions. Section 4 offers an overview of the account of
disjunctive quantifiers mainly focusing on the problems posed by the analysis of certain Korean
data. Sections 5 and 6 extend the account to cover conjunctive quantifiers and discuss a potential
problem with the proposed extension. Section 7 concludes the discussion.

* We would like to thank K.A. Jayaseelan, Chungmin Lee, Satoshi Tomioka, Akira Watanabe, the audience at CSSP and an
anonymous reviewer for this volume for comments and discussion. The usual disclaimers apply. This research was made possible
through the generous support of the Arts and Humanities Research Board, under Grant B/B/RG/ANS5827/APN12471 : Strategies of
Quantification, which is hereby gratefully acknowledged. The authors’s names appear alphabetically.

'A term introduced by Kuroda (1965).
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2. The Data’

The combination of indeterminate pronouns and disjunction/conjunction denoting morphemes
yields items like the following:

(1) Japanese
a. Dare - mo
Who - CONJ
‘everyone’ .
b. Dare - ka
Who - DISJ
‘someone’
(2) Korean

a. Nwukwu - to
Who/One - CONJ
‘everyone’

b. Nwukwu - na
Who/One - DISJ
‘anyone/everyone’

(3) Malayalam
a. arr-e-um
who-ACC- CONJ
‘anyone/everyone’
b. arr-e-oo
who-ACC- DISJ
‘someone’

As can be seen from the above examples a regularity, though not a complete one, can be
observed in the above cases. The regularity in question is, of course, reminiscent of the logical
equivalences (4) and (5):

@ x(gx) < ) VP2V P(x3)V Pxg) V-V Plxeo)
(5)  Vagx) < p(x)AP(2) AG(x3) A P(xg) A~ A P(Xo5)

The question, of course, remains whether the equivalences above are the right tool for the
understanding of the examples (1) — (3). We will leave this question aside now and take it up again
in later sections. Two particularly interesting observations here are that first, the pattern observed in
Japanese and Malayalam seems not to be fully reproducible in Korean, cf. (2-b).” At first glance
Korean seems to lack the existential quantifier formed by the combination of an indeterminate and
disjunction. The second observation is that the quantifiers in (1-a), (2-a) and (3-a) require, in order

2 The following abbreviations are used in this paper: NOM(Nominative), ACC (Accusative), DAT (Dative), GEN (Genitive), PERF
(Perfective), DE (Declarative Ending), CONJ (Conjunctive), DISJ (Disjunctive), TOP (Topic), NEG (Negative), SUBJ (Subject),
DEM (Demonstrative), COP (Copula)

*Whether or not we are fully justified in our expectation that the pattern should also be reproducible in Korean, is a question which
would take us to far afield. Our conjecture is that we are.
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to be licensed, to be within the scope of a higher operator. For instance, the examples in (6) show
clearly that in affirmative episodic sentences, conjunction based quantifiers are disallowed.

(6) (a) Japanese
*Dare mo sushio  takusan tabeta
who CONJ sushi ACC a.lot  ate
“*Dare-mo ate Sushi a lot’
(b) Korean
*nwukwu-to ku kos-ey ka-ss-ta
who- CONJ the place-to go-PAST-DE
“*nwukwu-to went to that place’
(c) Malayalam
*Sanjay aar-kk-um e.l.uthu ayachu
Sanjay who-DAT- CONJ letter  sent
“*Sanjay sent a letter to aar-kk-um’
(d) Chinese*
*xiaowang zuowan shenme-ye chi-le
Xiaowang last.night what- CONJ ate-PERF
“*Xiaowang ate shenme-ye last night’

On the other hand, the range of the operators required is a matter of debate. However, negation
is clearly included, and in some cases modality too. It should be noted here that although the
operators are, broadly speaking, similar to the ones licensing polarity items, the fact that certain of

these elements can appear without licensing makes us hesitate to call them “polarity items” and we
will keep to the term quantifiers.

(7) Japanese
(a) Taka-wa nani-mo yoku tabe-na-katta
Taka-TOP what- CONJ well eat-NEG-PAST
‘Take ate nothing well’
(b) Reiko-wa hitoride doko-mo  ik-eru
Reiko-TOP alone where- CONJ go-can
‘Reiko can go everywhere alone’
(c) Noriko-wa dono hon mo  suki-da
Noriko-ToP which book CONJ likes
‘Noriko likes any of these books’
(8) Korean
(a) Chelswu-nun caki sayil-pati-ey nwukwu-to choday halcwuiss-ta
Chelswu-TOP self birthday-party-to who- CONJ invite can-DE
‘Chelswu can invite anyone to his birthday party"
(b) Nwukwu-to ku-uy email-ey dap-haci anh-ass-ta
anyone- CONJ he-GEN email-to reply-do NEG-PAST-DE
‘Nobody replied to his email’

*We do not deal directly with Chinese in this paper but Chinese has certain similar constructions, partly illustrated by the following
example



78 K. Gill, S. Harlow & G. Tsoulas

(9) Malayalam
(a) aar-kk-um innathe meeting-il var-aam
who-DAT- CONJ today’s meeting-to come-can
‘Anybody can come to the today’s meeting’
(b) Anili aar-e-um kant-illa
Anili who-ACC- CONJ saw-NEG
‘Anili met nobody’
Another intriguing observation in this respect is that the operator-sensitivity of these items is
canceled in Japanese when the conjunctive quantifier appears with a case marker:

(10) Dare-mo ga nani-ka o  tabe-te-iru
who- CONJ NOM what DISJ ACC eating-be
‘Everyone is eating something’

In the remainder of this paper we will try to address these questions to the extent space allows
us. Now let us turn to the analysis of the disjunction-based quantifiers and the puzzle from Korean.

3. The general account: an outline

The basic idea at the heart of our approach is the connection that we noted in the introduction
between existential and universal quantification and the disjunction/conjunction connectives
respectively. We would like to maintain that the conjunction/disjunction morphemes are not
quantificational operators which would in some manner confer to the indeterminate pronouns they
combine with their quantificational force directly. In other words, Japanese mo, ka, Korean to, na
and Malayalam um, oo are not the equivalents of, say, English every and some and they just happen
to be phonologically the same as the morphemes for conjunction and disjunction. Instead, we
propose that the morphemes in question are indeed conjunctors and disjunctors and that the
quantificational force of the composites is the result of a two stage process. The
conjunction/disjunction morphemes are involved in the first stage of this process and their effect is
to unpack the indeterminate into an infinite set of variables. In other words the indeterminate
pronoun will be some kind of meta-variable, ranging over individual variables. We will remain
rather vague regarding the precise formal characterisation of this operation for lack of space.
Suffice it to note that it is crucial for the rest of the account that after unpacking the result should be
a disjunction/conjunction of variables rather than individuals.” Thus applying the operator CONJ to
the meta-variable IND: CONJ(IND) we will obtain (11):

(11)  CONJ(IND) <> X AXpAX3AX4 A" AXg

Disjunction will proceed in a similar manner. It follows then, given that the variables are free,
that the quantificational force of the composite item will also depend on the presence of other
operators higher up in the structure. If we assume, in a simple case that the variables resulting form
the unpacking operation are closed by existential closure, the result will be as expected, i.e. the
conjunction will give a universal reading while the disjunction will produce an existential one. As
we will see below this simple picture is problematic in certain cases. With this background let us
now turn to the analysis of disjunction based quantifiers.

3For more details on this operations, see Tsoulas (In progress).
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4. Disjunction based quantifiers®

The paradigmatic case here is the Japanese quantifier Dare-ka (who-DISJ). It is possible to maintain,
given what we have said so far that this quantifier works exactly as described in the previous
section. The disjunctor unpacks the metavariable provided by the indeterminate into an infinite
disjunction, the resulting variables are taken care of (bound) by existential closure and the result is
an existential quantifier’. The problematic case though regarding disjunctive quantifiers is the case
of Korean Nwukwu-na, which, at first sight at least, presents us with the same ingredients as its
apparent Japanese counterpart. However, its interpretation is not existential but, rather
unexpectedly, universal as the following example clearly shows.®

(12)  Nwukwu-na ke kes-ul hal-swuiss-ta
who-DISJ  the thing-ACC do-can-DE
‘Everyone/anyone can do it’

Now, this seems to go completely against the central idea in the theory outlined above.
However, as we have shown in other work too, a closer look reveals that the structure of these
quantifiers is more complex. Specifically, in those cases where the phonological context allows it,
we see that a particular form of the copula is found (-i-):

(13)  Chelswu-nun mwues-i-na  cal mek-ess-ta
Chelswu-TOP what-CcOP-DISJ well eat-PAST-DE
‘Chelswu ate everything well’

That the morpheme -i- is indeed a form of the copula is confirmed by both traditional and
modern studies (see a.o. Jang (1999), Lee (1996), Martin (1992)) If this is correct then one is
naturally led to ask what exactly is this copula heading and what is its function. The natural
assumption is that the presence of the copula is indicative of the existence of covert sentential
structure. This fact has been recognised and one proposal along these lines can be found in Chung
(2000) who proposes that indeterminate + (i)-na elements have more elaborate, sentential-type
structure and analyses them as covert indirect questions. The idea that these are covert questions
does indeed accord well both with the fact that the morpheme na seems to also serve as a question
marker’ and the well known affinity between disjunctions and interrogatives."” Although this line
of analysis seems rather perspicuous, and does indeed capture a relationship that certainly exists
(between disjunction and questions that is), it is nevertheless difficult to see the connection between
an indirect question and the quantificational force displayed by these elements. In other words,
given that these elements are not interpreted as interrogative pronouns and the sentences in which
they occur are not necessarily questions, then one naturally wonders about the feasibility of an
analysis which postulates interrogative structure there. To the best of our knowledge, at least so far
as Korean is concerned, no analysis has been offered to explain this connection. If we reject the
idea that the covert sentential structure is interrogative, we maintain that the only other viable

%The account for Korean that we present here in this section is also presented in much greater detail in Gill et al., (2003)

7" An anonymous reviewer correctly remarks that in this particular case a single variable and existential closure would give the same
result. However, if we assumed so we would be failing to provide an account for the import of the disjunction and, furthermore, we
would be giving up on a unified account fo a set of phenomena which seem to form a natural class.

5We will ignore here the difference between universal and free choice readings for reasons of clarity.

*However, it seems that this is only a superficial similarity as a close examination of the morphophonology of the question
morpheme shows.

10y ayaseelan (2001) also, in his analysis of Malayalam, makes similar claims.
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option open to us is to assume that it is a relative clause. Thus we propose that the sentential
component of these items is a relative clause modifying the indeterminate part of the composite
item. The disjunction morpheme is then attached to that structure. Now, given the general syntax
of relative clauses in Korean and especially the fact that externally headed relatives are prenominal
we are forced to the conclusion that the relative clause is an internally headed one with the
indeterminate pronoun sitting in [Spec IP] and the disjunction morpheme in D as in (14):

(14) DP

In (14), W stands for the contextually supplied predicate which further restricts the (meta)variable
contributed by the indeterminate. This is reasonnable and accurately reflects the intuition that there
seems to be a stronger contextual restriction. The operator Op is the relative operator merged in
[Spec DP]. This structure is the same as the one proposed by Basilico (1996)"' . This structure also
follows a suggestion by Watanabe (1992, 2002) and posits the particle na under D.”> As we will
show in the following sections, this consequence of the proposal that the sentential structure is a
relative clause is the key to the resolution of the mystery of the universal interpretation.

4.1 The universal interpretation

We claim that if the syntactic structure proposed in the previous section is correct, then the
interpretation follows in a simple, elegant and natural manner. To see how the interpretation
proceeds let us first consider briefly the nature of internally headed relative clauses.

4.2 Internally headed relative clauses are quantificational

We will follow here an important body of work which has suggested that internally headed relative
clauses are quantificational rather than cases of relativisation involving A-abstraction. Work by
Basilico (1996), Jelinek (1987;1995), Culy (1990), Srivastav (1990;1991) and Williamson (1987)
convincingly argues that this is so. In this view the sentential part of the relative clause functions as
the restriction to the operator associated with the relative clause. The operator in question, it is
argued, is the well known iofa operator. It is this operator that binds the variables inside the relative
clause. The following is an example from Diegueho, taken from Basilico (1996):

"Watanabe (2002) takes a slightly different view of the structure of Head Internal Relative Clauses. He proposes that D should take a
CP rather than an IP complement.
We will return shortly to this point.
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(15) 1: pac ‘wu: w-pu-c
man I.saw-DEM-SUB]J
‘The man that [ saw’

Basilico assigns the following representation to the above sentence in accordance with analysis
of internally headed relatives sketched above:

(16)  u(x) [man(x) A saw(l,x)]

For reasons that need not concern us immediately Basilico takes the demonstrative pu to
represent the iota operator. Nothing intrinsic to the theory though requires that the operator be
overt.

Now with these assumptions on the interpretation of internally headed relative clauses in place,
we return to the interpretation of wh +(i)-na.

4.3 Deriving the interpretation I

Assume now that the following partial structure has been built (omitting irrelevant details and steps
in the syntactic derivation):

(17) P

T

nwukwu r

As we have proposed the indeterminate introduces a metavariable with a restriction.” In this
case the restriction is simply Human. The representation then of (17) will be (18):

(18) H(E) AWY(E)
Where = represents the specific type of variable. Now we introduce the disjunctor -na:

(19) DP

/\

IP D

/\ |

nwukwu r -na

BThis proposal is formally dissimilar to the ones found in Jayaseelan (2001) and Nishigauchi (1986; 1990) but it is close in spirit
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Two questions arise here, first whether the label DP is appropriate, and second what is exactly
the interpretation of (19). Concerning the first question, putting -na under D is arguably
problematic. Its problematic nature derives from this: if we are to derive the meaning of the
composite item purely compositionally based on the meanings of its component parts, and if we
take it that the particles attached to the indeterminate elements are indeed the same particles as the
ones conveying the meaning of disjunction or conjunction, then the problem is obviously that these
elements are not quite the right type to serve as determiners under natural assumptions about the
status of determiners. If, on the other hand, we consider these particles as genuine quantificational
determiners meaning approximately ‘every’ and ‘some’ then the immediate problem is that in order
to take on these meanings they must combine with an indeterminate pronoun. The challenge of
offering a solution to this problem is taken up by Watanabe (2002). His explanation is that the
restriction in the combination possibilities of the quantificational determiners in Japanese comes
from a requirement that they must undergo checking with an indeterminate. This however doesn’t
quite explain why this should be so. Moreover it simultaneously bars the possibility of a
compositional account which would be applicable to both the ‘quantificational particle’ and
‘disjunction marker’ uses. In other words, it just seems too exceptional a behavior, which is more
or less what Haspelmath (1997) argued concerning the crosslinguistic consistency of these
patterns.” To avoid these problems we propose that -na is in fact under C and the real structure is
(20) rather than (19):

(20) CP

nwukwu r -na

The problem of course here is that these elements have the distribution of DPs rather than CPs.
We will address this in a moment. Let’s first try to answer the question of the interpretation. We
proposed that -na is an unpacking disjunctive operator with no peculiar quantificational properties
of its own. The effect of adding it to the already formed constituent is in fact to unpack it into
something of the form:

QL (HapPAYa)V(Hx) AP )V (Hx3) AP (x3))V ... (H(xo0) AP (Xc0))

This is rather similar to Jayaseelan’s (2001) operation.
So far then, we can say that we have something akin to an 3. Crucially though, the next step

involves the addition of the iota operator. We propose that the operator is a D dominating the CP as
in (22)

14Though Haspelmath conceded that the Japanese case is one fo the most systematic ones.
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(22) DP
CP D
/\ |
1P C ]
/\ |
nwukwu r -na
/\
vP 1
by -

Putting the operator in D is very natural for two reasons, first, it explains why these elements
have a DP-like distribution, second, if we recall Basilico’s suggestion concerning the Diegueho
example in (15) that the demonstrative element plays the role of the iota operator, it seems all too
natural to adopt a similar strategy for Korean. The representation then for (22) will be something
like (23).

(23)  UHEPDAP(x))VEHE)A P(x2)v(Hx3) AP (x3)V...(H(xe0) AP (X0))

What is remarkable about this structure is that it contains a number of unbound individual
variables and an operator that binds no variable. We propose that the iota operator unselectively
binds all the variables in the formula. We consider the unselective binding operation here as
formally similar to existential closure, in the sense that binding by the same operator does not result
in identity. We are now just one step away from the universal interpretation. To see what this step
is consider the properties of the iota operator.

4.4 Deriving the interpretation II

It is fair to say that the best candidates to be represented by the operator in a language like English
are demonstratives and the definite article. The definite article can be characterised as an anti-
additive function Anti-additive operators are defined as follows (van der Wouden (1994) and
Zwarts (1998)).

(24) Let ®and & be two Boolean algebras.

A function f from #to #" is anti-additive iff
for arbitrary elements X,YEBAXUY)=AX)NAY)

In slightly different terms we can say that an antiadditive operator is reminiscent of the second De
morgan’s law:

(25) -~(pvqg <= -pAr—q
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This can be seen in the following English examples':
(26) Every man or woman who bought anything was happy

Here we see that the universal quantifier fulfills the requirements of the definition of an anti-
additive function. Thus (26) means : Every man AND every woman .... The same is true of the
definite article. In English a plural definite is required as the following contrast, first noted by May
(1985) shows:

(27)  * The student who read anything about Plato left
(28)  The students who read anything about Plato left

The anti-additivity of the is responsible for the licensing of anything in the first argument of the.
Now, the same observation that we made with respect to (26) can be made with respect to plural
definites:

(29)  The men or women who left early missed the best part of the party.

(29), just like (26), means the men AND the women who .... Interestingly, in English at least these
types of construction are only acceptable when a relative clause is modifying the [NP or NP] part.
This is of course reminiscent of the phenomenon of subtrigging (LeGrand, 1975) but we will leave
this to one side for this paper. Now, if we assume that the iota operator in the internally headed
relative clause has the same property as the plural definites in English'® the universal semantics of
the Korean disjunction-based quantifier follows without any extra stipulation. Thus by the anti-
additivity of v we have (30)

(30)  WHEPDAPxD)VH@E)AP(x)V...v(H(xoo) AP (Xo0))=
ux1(H(x1) AW(x7)) Axp(H(x9) AW (X2) A..AXeo(H(X0) AP (Xe0))

which is precisely the interpretation that we sought to derive and the interpretation wh-(i)-na
elements receive. Put slightly differently, the interaction of the r-operator with disjunction turns an
infinite disjunction to an infinite conjunction, aka a universal quantifier.

S. Extending the account

Assuming the account for the disjunction based quantifiers in Korean given in 3. It is still unclear
how that can help us in understanding the polarity sensitivity of the quantifiers using conjunctive
suffixes. The avenue we would like to pursue with respect to this question is that the line of
thought proposed for disjunction quantifiers in the previous section is generally valid for all
quantifiers following the same pattern of formation, whether or not disjunction is used. On the
other hand, we will take here polarity sensitivity to indicate that the items in question are somehow

' A reviewer asks whether this is a property of the determiner every or of the disjunction itself and offers the example: No man or
woman left — No man AND no woman left. However this example is uninformative since Every and No have the same properties
concerning anti-additivity. A more telling example would be Some. Consider: Some man or woman left which clearly does not
entail Some man and some woman left, which shows that it is not the disjunction alone that is responsible for the particular effect
here.

16Plurality is satisfied trivially in the Korean cases given that we have n (n>1) variables.
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incomplete. We interpret their incompleteness as reflecting absence of a suitable operator to bind
the variables produced by the unpacking operation. Now if we take the above ideas together with
the analysis of the Korean quantifiers the following account emerges. We will assume, quite
naturally, that the process seen in the cases of disjunction acting upon the variable provided by the
indeterminate, whereby an infinite disjunction is produced, equally applies to the cases with
conjunction. The crucial difference between the two cases is that in the case of conjunction there is
no hidden relative clause and, as a result, there is no operator, such as the 1 operator postulated to
provide an appropriate binder for the variables, which then remain unbound. This, we claim, is an
illegitimate structure and there is no way to salvage it internally so to speak. The only contexts in
which this structure can appear and be licensed are contexts where an independent operator is
provided and where that operator acts unselectively. This is the case with negation and modality
operators. This intuitive extension of the previous account raises, however, an important question.
Namely, in order to implement this idea we need to face up to the fact that what made the
disjunction based quantifiers special was that the disjunction morpheme was, syntactically, a
complementizer. This cannot be so, if this extension is on the right track for the conjunction based
ones. There simply isn’t any CP for the conjunctive morpheme to head. Given that these elements
have the distribution of DPs, the most plausible assumption (in accordance with much of the
literature), is that the conjunctive morphemes are determiners, heading the DP projection. The
structure will, therefore, be the rather simpler one in (31)

(31) DP
/\
NP D
| |
Nwukwu -to

Though they are determiners we still assume that they do not fulfill the natural role of determiners.
Their function still remains that of unpacking the metavariable introduced by the indeterminate to a
series of variables connected by the appropriate operator. Now the variables resulting from this
operation require further binding. In normal circumstances one would expect that existential
closure, as invoked for the derivation of the existential meaning of Japanese dare-ka should also be
operational here and produce the universal meaning. This however seems not to be the case. As we
saw earlier the items in question are all polarity sensitive. Therefore, there seem to be two options,
first, to assume that existential closure is not applicable in these languages or in these particular
cases, and second, that either the indeterminate itself or the conjunctive operator have a lexical
feature which somehow requires them to be in the scope of certain types of operators. It is highly
unlikely that the indeterminate may contain such a feature since, in Korean at least, the
indeterminate can occur in affirmative sentences and receive the interpretation of an indefinite. On
the other hand it would also not be particularly natural to suppose that the operator itself contains
that feature. This is especially so in view of the fact that we maintained that these are essentially
conjunctions/disjunctions. Concerning the first option, it is in fact more attractive. If we assume
that at least existential closure does not apply to these indeterminates because simply they are not
Kamp-Heim type indefinites (contra Nishigauchi (1986, 1990)) then it is legitimate to assume that
being incomplete in the way indicated earlier, they require an extra operator such as modality and/or
negation for their licensing and the facts follow.
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6. A potential problem and a remaining question

We have so far made some progress towards understanding the quantifiers formed out of
indeterminate pronouns. If our approach is on the right track there is still a problem that we need to
address. Specifically, we need to reassess the case of Japanese existentials for which we have
assumed that existential closure was used. If it is the case that the fact that indeterminates are not
similar to Kamp-Heim indefinites then the variables in the case of dare-ka cannot be bound by it. It
would indeed be bad news if we had to maintain both operations. The good news, however, is that
as it turns out dare-ka is a positive polarity item'’ as the following examples suggest:

(32) Taka-wa dare-ka-ni awa-na-katta
Taka-TOP who-DISJ-with meet-NEG-PAST
‘There is someone that Taka didn’t meet’
“*Taka didn’t meet anyone’

If it is correct to interpret the inability of dare-ka to scope under negation as some kind of
positive polarity sensitivity and assume that in each clause there is a polarity operator (perhaps akin
to Laka’s X (Laka, 1990)) which would, in at least this respect, display the same type of behaviour
as its negative counterpart (sentential negation) then it is natural to suggest that the role of negation
in the licensing of the conjunction based quantifiers is fulfilled by this polarity operator, dispensing
with existential closure altogether in what concerns indeterminates. A welcome result.

The remaining question now is why is the polarity sensitivity of the Japanese conjunction based
quantifiers voided by the addition of a case marker' (cf. (10) repeated here as (33))

(33) Dare-mo ga nani-ka o tabe-te-iru
who- CONJ NOM who-DISJ ACC eating-be
‘Everyone is eating something’

A number of ways to approach this question come to mind, sentence aspect for instance.
Tentatively though, we would like to suggest, following Watanabe (2002) who suggests that case
in Japanese is closely connected to specificity, that in the presence of a case marker a specificity
operator is responsible for the licensing of the conjunctive quantifier. This suggestion is offered as
a tentative solution only in order to complete the picture.

7. Concluding Remarks

In this paper we have attempted to formulate a general framework of ideas and tools in order to
capture the interpretation of quantifiers formed by affixation of a morpheme denoting conjunction
or disjunction to an indeterminate pronoun. One of our main conjectures is that the morphemes
which are affixed to the indeterminates are indeed in essence conjunctors and disjunctors albeit of a
special kind. We offered a conceptualisation of the semantic function of these morphemes in terms
of their effect on an indeterminate pronoun, i.e. unpacking it into a sequence of variables related by
the appropriate connective. The underlying intuition is that the quantificational force of the
resulting quantifiers is to be accounted for on the basis of the logical equivalences in (4) and (5).

"We are indebted to Akira Watanabe for this observation.
"¥Note that this pattern is not reproducible in Korean since the corresponding Korean quantifier does not allow case marking:
*Nwukwu-to-ga.
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There are also a number of problems that we have not addressed here at all such as the free-choice
meaning often attached to disjunction based quantifiers' . Also, the polarity sensitivity of several of
these quantifiers remains intriguing. The difficulty lies in the apparent selectivity of the operators
to which some of the items seem to be sensitive. Although we tried to derive their distribution in a
more general fashion it remains possible that one will be forced to incorporate, in terms of a featural
dependency perhaps, the operator selectivity into the lexical definitions of the operators, hopefully
this will not be necessary. We have also offered a peculiar view of indeterminate pronouns as
variables ranging over other variables, rather than individuals, in terms of, say, alternatives, an
avenue which we have not yet explored. However, we have shown that there clearly was some
mileage to be gotten from the conception that we put forward.
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Presuppositions and Pedigrees for Discourse
Markers”

Jacques Jayez

1. Introduction

In this paper I defend the claim that certain discourse markers (DMs) are presupposition triggers. In
itself, this claim is not new but its exact content and consequences are rarely analyzed in detail.
However, such an analysis is required for at least three reasons, which correspond to the three main
contributions of the paper.

(1) The claim that DMs are presuppositional contrasts with two other approaches in the lit-
erature. According to Bach (1999) and Potts (2003), DMs like but contribute information on the
same level as what is asserted and do not trigger any implicature or presupposition. According to
Grice (1989), DMs trigger conventional implicatures. In section 2, I show that certain DMs trigger
presuppositions (2.1), that Bach’s and Potts’ view must be rejected (2.2) and that presuppositions
are a special kind of conventional implicature, characterized by their epistemic dynamic behavior
(2.3.,24,2.5).

(2) In section 3, I offer a DRT representation of the presuppositional pattern described in
section 2.

(3) DMs express relations between discourse segments (discourse relations) and the interplay
between their presuppositional behavior and their connective import raises substantial problems for
a presuppositional analysis. It turns out that certain consequence DMs are sensitive to the semantic
information or pedigree carried by the presupposed proposition. In section 4, I explore the mo-
dal/attitudinal status of pedigrees and show how they can integrated in a DRT framework.

2. The presuppositional status of DMs
2.1 DMs as presupposition triggers

There are two reasons to claim that certain DMs trigger presuppositions. First, the information they
convey is not asserted, as evidenced by the well-known tests of conservation and suspension (see
Geurts, 1999 for a general presentation). For instance, the presupposition introduced by the conse-
quence DMs studied here is defined in (1).

1. Certain DMs presuppose the existence of a proposition ¢ and presuppose that it is con-
nected to the current proposition 1 through a certain consequence discourse relation

(CONS(¢,)).

* 1 thank Danigle Godard for her comments and suggestions on a previous version of this paper. I am the only responsi-
ble for every remaining weakness.
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E.g. as a result presupposes the existence of a proposition and presupposes that the current
proposition is one of its consequences. As a result passes the conservation and suspension tests.
(2a.B) presupposes d¢ (¢ = edgy). This presupposition is retained in (2b.B) but suspended in
(2c.B). In contrast, the asserted content (‘John is edgy’) does not survive the conservation environ-
ment and creates problems in the suspension environment ("’‘If John is edgy, he might be edgy’).

2. a. [Johnis on speed],, [as a result he is rather edgy],
b. [John is on speed], [but the coach does not believe that, as a result, he is very edgy],
c. [John took snot],. [If, really, speed makes one very nervous, he might, as a result, be
rather edgy];

Note that, whereas p, as a result g presupposes that p caused g, p because g might assert that
q explains p, in contrast to what is assumed by Asher and Lascarides (1998) and Lagerwerf (1998).
However, a discussion of this point would take me too far. Particles such as well, you know, or bon
‘well’, alors ‘then’, etc. in French seem to be presuppositional in that they make sense only if one
assumes an existing discourse/context with special features. However, spelling out these features,
that is, determining what relation holds between the current discourse segment and the presupposed
segment/context is much more difficult than for standard discourse relations and I will not consider
them here (see Mosegaard Hansen, 1998:chapter 10, on bon).

The second reason for invoking presuppositions here is the fact that the consequence dis-
course relation is presented as ‘taken for granted’ (Stalnaker 1973,1974). The speaker of (2a) acts as
if the consequence relation speed = edgy was accessible to the participants of the exchange. This
epistemic preexistence will be analyzed more precisely in section 2.5.

Intuitive as it is, the view that certain consequence DMs trigger presuppositions is endangered
by (i) the existence of an alternative view (Bach 1999, Potts 2003), under which DMs like but con-
tribute ‘at-issue’ propositions in Potts’ (2003) parlance, and (ii) the imprecision of the notion of
presupposition. I consider these two problems in turn. In the next subsection (2.2), I show why
Bach’s and Potts’ option must be rejected. In section 2.3, I summarize the distinctions between im-
plicatures and presuppositions and recall Potts’ (2004) four criteria. In section 2.4, I proceed to
show that all these criteria but one —epistemic preexistence— are shaky. Finally, in section 2.5, I
propose an account of epistemic preexistence under which presuppositions are characterized as a
special kind of conventional implicature. In this respect, the two claims that DMs trigger presuppo-
sitions and conventional implicatures are correct but not strictly equivalent.

2.2 Are DMs part of ‘what is said’?

Bach (1999) and Potts (2003) oppose the claim that words like also, but, continue or although are
conventional implicature triggers. I will discuss the thesis of Bach (1999), which Potts relies on to a
large extent.' According to Grice, the semantic content worlds like therefore is not part of ‘what is
said’ (Grice’s terminology). However, Bach observes that they ‘can also contribute to what is being
reported’ (3a,b). Clearly, (3a) admits of an interpretation under which Mary mentioned herself the
opposition between being huge and being agile. Similarly, (3b) is open to an interpretation under
which Mary made clear that Shaq had already been working (at some time). So, in a sense, the con-
ventional implicatures involved in such sentences and many similar ones are part of what is said.

' For space reasons, I cannot discuss Bach’s analysis in detail. T will focus on the main issue of this paper, that is, the
presuppositional status of certain elements.
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3. a. Mary said that Shaq is huge but that he is agile [Bach’s example 1, section 2]
b. Mary said that Shaq continued to work
c. No, you are wrong, people can be both big and agile

This argument misconstrues the interpretation of ‘what is said’ as roughly equivalent to ‘what
is explicitly communicated’. I can report on what Mary explicitly communicated, by (3a), but (3a)
certainly does not entail that Mary asserted that there is a —particular or general— contrast between
being huge and being agile. Jayez and Rossari (2004) show that conventional implicatures are es-
sentially ‘non-asserted’ in that they cannot be directly refuted. E.g. (3c) is not a felicitous reply to
(3a). More generally, expressions such as you are wrong, it’s false, etc. target the asserted content.
If Grice’s idea that implicatures do not affect the truth of a sentence is to be taken seriously, the
refutation test shows that implicatures are additions to the asserted content and suggests that, at
least for assertions, ‘what is said’ denotes the ‘asserted content’, not the explicitly communicated
content, which involves conventional implicatures. Therefore, I do not see any reason to espouse
Bach’s and Potts’ view that DMs convey ‘at-issue’ propositions (in Potts’ terms). In fact, the refu-
tation test shows precisely the contrary and points to an intuitive construal of Grice’s thesis.

2.3 DMs as (presupposition vs. implicature) triggers

In the literature, DMs have been said to trigger presuppositions or to convey conventional im-
plicatures.

The presuppositional analysis of DMs comes in two different forms. First, in virtue of their
connective (i.e. relational) status, DMs have been said to be anaphoric, that is, they refer to some
target segment or proposition connected to the current one by the discourse relation associated with
the DM (see Berrendonner, 1983 for French and Webber et al., 2003 for English). In theories like
van der Sandt’s (van der Sandt 1992, Geurts 1999), there is a strong link between anaphora and pre-
supposition. Geurts (1999:83-84) discusses the relation between presuppositions and anaphors and
proposes that the term of anaphora be reserved for a relation between the semantic content of an
expression and a ‘discourse entity which is at the focus of attention’. So, for instance, accommoda-
tion of previously unmentioned, non-topical, material does not give rise to an anaphora. I follow
Geurts in assuming that anaphora is a kind of presupposition. Under this perspective, DMs are pre-
suppositional because they are anaphoric.

Second, it has been held that DMs presuppose the discourse relation they are associated with.
A celebrated example is the analysis by Lakoff (1971) of but in its ‘denial of expectation’ use, il-
lustrated in (4).

4. John is tall, but he’s no good at basketball (Lakoff’s example (59))

According to Lakoff, (4) presupposes that there is a mental or/and worldly connection be-
tween being tall and being good at basketball. While Lakoff does not use the word presupposition
in the more technical sense it came to acquire subsequently, her notion of presupposition is partly
similar to Stalnaker’s. She indicates (1971:118-119) that presupposing is supplying non-explicit
information on the basis of knowledge or prior discourse. She thereby makes clear that presuppos-
ing is using a resource which is, in some sense, ‘already there’.

Konig (1986) notes that although p g and even though p g presuppose that p normally entails
—g. More recently, Lagerwerf (1998) has proposed that although, because and other DMs presup-
pose the existence of default implicative relations between propositions.

It is also well-known that Grice (1989) analyzes therefore —a typical DM— as a conventional
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implicature trigger’. The idea of having at least two layers of information, truth-conditional and
conventional, has been argued for independently by Dummett (1973:85-88) and is in part inspired
by Frege.

Are these two trends of analysis just variants of each other or are they significantly different?
The can be distinguished only in so far as presuppositions and implicatures can be. The existence of
a frontier between conventional or conversational implicatures and presuppositions has frequently
been questioned in the literature.” A well-known example is the claim by Karttunen and Peters
(1979) that presuppositions are conventional implicatures. Horn endorses a similar view when he
speaks of conventional implicatures ‘as corresponding essentially to the Stalnaker-Kartunnen notion
of pragmatic presupposition’ (1996:310).* However, two (sets of) reasons for keeping implicatures
and presuppositions distinct have also been put forward.

First, Geurts (1999) makes clear that conversational implicatures, in contrast to presupposi-
tions, do not show any projection behavior. For instance (5a) conversationally implies that John will
not be able to run the marathon, whereas (5b) conveys no such implicature. In contrast, the presup-
position that John has a wife projects in (5c,d).

5. John is very tired
The coach does not believe that John is very tired
John’s wife is very tired
The coach does not believe that John’s wife is very tired

o op

Second, Jayez and Rossari (2004) and Potts (2003) argue independently that presuppositions
and conventional implicatures represent different semantic contributions. This is of particular im-
portance since traditional Gricean examples of conventional implicatures involve DMs like but and
therefore. Potts (2003) mentions several differences between presuppositions and conventional im-
plicatures, which I summarize in (6). Note that point 4 echoes Geurts’ observation for conversa-
tional implicatures.

6. Potts’ differences
1. The falsity of a conventional implicature does not affect the truth-value of the pro-
positions that are asserted. The falsity of a presupposition makes these propositions
neither true nor false. This is the detachability criterion of Grice (1989): conventional
implicatures are detachable.
2. Conventional implicatures should not be part of the initial context whereas pre-
suppositions are usually ‘taken for granted’ (Stalnaker 1973, 1974).
3. It is much more difficult (if possible at all) to deny/cancel a conventional impli-
cature than a presupposition.
4. Plugs® do not filter out conventional implicatures.

*The implicature consists in the existence of a consequence relation between two propositions.

? To my best knowledge, Grice was the first to discuss in detail the differences between conversational implicature and
presuppositions (see Grice, 1989).

* So-called pragmatic presuppositions (Stalnaker 1974) are not relative to sentences, but to the attitudes and intentions
of the speaker and her audience. It seems that Karttunen (1973) does not consider this distinction as really crucial.

> That is, environments which prevent presuppositions from projecting (see Karttunen 1973).
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2.4 How different are presuppositions and implicatures?

I now show that three of the tests (1, 3, 4) listed in (6) do not discriminate clearly implicatures
from presuppositions. I conclude that, if a frontier is to be drawn at all, it requires that criterion 2 be
made precise, a task I carry out in section 2.5.

1. The detachability test is conceptually and technically unclear. If the connection tallness
= good-at-bb is a conventional implicature, its falsity should leave the other propositions un-
touched. If we have tallness = good-at-bb, the facts that John is tall and that he is not good at
basketball remain. But, the truth-conditional import of presuppositions has been defined mainly for
NPs and verbs. The clearest examples concern the complements of verbs or their lexical semantics,
e.g. the fact that John strokes his cat presupposes that John has a cat or that John started walking (at
1) presupposes that John was not walking immediately before (7). The situation is different for sen-
tential adjuncts which do not influence in general the truth-conditional status of the phrases they
adjoin to.’ On this basis, one might decide that sentential adjuncts cannot be presupposition triggers.

However, refusing the status of presuppositions to DMs on the basis of their detachability
goes with the symmetric claim that conventional implicatures are ‘detachable’. Unfortunately, the
notion of detachability is elusive. In (7a,b), the reportive adjunct seems to trigger a conventional
implicature because the information it conveys is detachable in some sense: the fact that Mary has
no opinion about John’s abilities does not impinge on the truth of ‘John is no good at basketball’.’
Still, the truth of ‘John is no good at basketball’ cannot be assessed independently of the implicature
triggered by the adjunct. If it were the case, (7b) would be contradictory. Therefore, the detachabil-
ity criterion proves very difficult to apply unless one offers a detailed compositional analysis.

7. a. According to Mary, John is no good at basketball
b. According to Mary, John is no good at basketball, but, actually, he is a very
good player

2. The second criterion seems to suggest that (4) is not a case of conventional implicature.
Normally, issuing (4) at  makes sense only if one believes before ¢ that the connection tallness =
good-at-bb holds. However, we will see below (2.5) that this conclusion is challenged by Potts, so
I defer any judgment based on this test to the discussion offered there.

3. Can we cancel the connection tallness = good-at-bb? Konig’s (1986) example (15d)
can be adapted to this aim (8a). A similar configuration with a genuine conventional implicature
does not give a markedly different result (8b).

8. a. John is tall but he’s no good at basketball. This shows that one can be tall and a
poor player
b. Surprisingly, John is no good at basketball. But, after all, maybe that is not much
of a surprise

%I ignore the well-known problematic cases of ‘intensional” adjectives like pseudo, alleged, etc.

’ Note that the status of reportives with respect to the distinction between implicatures and presuppositions is far from
clear. On one side, suspending the information seems possible: If Mary has any opinion at all, according to her, John is
no good at basketball allows for the evidential reading ‘If Mary has any opinion at all, she must believe that John is no
good at basketball’. On the other side, it is difficult to claim that Mary’s opinion is taken for granted.
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One might object that cases like those ones illustrate revision rather than cancellation/suspen-
sion.® However, when one turns to standard hypothetical suspension environments, the difference
remains thin. What complicates the matter somewhat is the role played by the consequence relation.
In classical examples, like (9), there is a consequence relation between a possible state of affairs
(John has a son) and the belief that the son of John will be bald, (9a) being roughly paraphrased by
(9b).’ It does not seem possible to construct a similar relation of the form If A, B but C, since B and
C would have to be consequences of A and B is conducive to non-C. However, we can take an indi-
rect route by embedding B but C into a presuppositional environment, as in (9d). In (9c¢), the con-
nection tallness = good-at-bb is presupposed. In (9d) it is suspended. So, it behaves like a pre-
supposition once the auxiliary coherence conditions for the suspension test have been satisfied.

9. If John has a son, his son will be bald
If John has a son, I conclude that his son will be bald
It is surprising that John is tall but that he is no good at basketball
If tall people are in general tolerable basketball players, it is surprising that John
is tall but that he is no good at basketball

/oo

With conventional implicatures, we observe the same kind of suspension. In (10), it seems
difficult to ignore the effect of the if-clause on the implicatures conveyed by the underlined phrases.
For instance, the epithetic NP the stupid fool in (10c) can be interpreted as ‘dependent’ on the pos-
sibility that John could not be silent.

10. a. If Mary said that John had stolen the funds, then, according to her, he is

dishonest
b. If to be fired by Microsoft is really a bad thing, then, unfortunately, they fired
John

c. If John could not shut it, then the stupid fool deserved what happened next

4. Finally, consider a plug like to say in (11). The first sentence does not necessarily convey
the idea that there is a connection tallness = good-at-bb, as the second sentence makes clear.

I11. a. Mary said that John is tall but that he is no good at basketball. She seems to
believe that it’s enough to be tall to be a good player

However, the status of plugs is far from clear in presupposition theories. For a sentence like
(12a), many speakers consider that the existence of John’s sister is presupposed. This is in agree-
ment with theories (van der Sandt 1992, Geurts 1999) which prefer the highest possible projection
for presuppositions (global accommodation in this case). The fact that the difference with holes —i.e.
expressions that let the presuppositions project (Karttunen 1973)- is rather thin is shown by (12b),
where the alleged hole to hope is compatible with explicit cancellation. If the presupposition that
John has a sister was attributed to speaker of (12b), explicit cancellation would be blocked, as it is
in (12c¢).

12. a. John said that he had to pick up his sister

8 T owe this remark to Olivier Bonami’s (p.c.), who noted that Geurts (1999) uses revision without making it clear
whether he puts it on a par with suspension.
? So, what we have here is an epistemic relation in the sense of Sweetser (1990), that is, one that involves beliefs.
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b. Mary hopes that John picked up his sister, but she is confused for some reason:
John has no sister
c. John picked up his sister, "’but he has no sister

I conclude that the distinction between holes and plugs is not empirically robust and should
not be appealed to when telling apart implicatures from presuppositions. In addition to these theory-
dependent problem, Bonami and Godard (2004) observe that conventional implicatures are not nec-
essarily assigned to the speaker, contrary to what is assumed by Potts. For instance, in (13), the idea
that John’s obligation is unfortunate might be entertained by John only.

13.  John said that, unfortunately, he had to pick up his sister

Taking stock, we see that only one of the features mentioned by Potts (2003) could lead us to
conclude that the connection associated with but is a presupposition. Specifically:

1. Criterion 1 is unclear and might be irrelevant.

2. Criterion 2 shows that but behaves like a presupposition trigger.

3. Criterion 3 does not show any salient difference with conventional implicatures.

4. Criterion 4, like criterion 1, is too fragile to ground anything substantial on it.

These results suggest that, except perhaps for criterion 2, there is no compelling evidence that
presuppositions and conventional implicatures are distinct. So, the whole issue revolves around the
second criterion. This is not exactly a surprise since most theories of presupposition agree on the
pretheoretical intuition that to be presupposed is to be ‘already there’, in some relevant belief state
(see for instance Stalnaker, 1973, 1974 Geurts, 1995, 1999, Beaver, 2001). Accordingly, I propose
that presuppositions are conventional implicatures that have a special (‘presupposed’) epistemic
status.

2.5 Presuppositions revisited. A dynamic treatment

If (so-called) presuppositions can be part of what is explicitly communicated, like conventional im-
plicatures, what can distinguish them from conventional implicatures? As we saw above, the crite-
rion of epistemic preexistence (‘taken for granted’) is the most promising. However, Potts (2003)
argues that (1) the property of being taken for granted is essential to all meanings and does not char-
acterize presuppositions and (ii) the opposition relation conveyed by but is not taken for granted in
all cases.

Concerning (i), one can say that meanings are shared but that being shared is not being pre-
supposed. The case of but probably blurs this distinction because the particle presupposes the exis-
tence of an opposition relation between the conjuncts.'’ The abstract relation of opposition corre-
sponds to a certain meaning, that one can simulate roughly by the logical form A¢,.¢ > —mp, where
> is any suitable conditional operator. This meaning is ‘presupposed’ in a different sense, namely
through the shared belief that every discourse agent is able to decide whether two propositions are
opposed (along certain dimensions). However, this common assumption is different from the
(genuine) presupposition that there exists a proposition which ‘entails’ (in any suitable sense) the
negation of the proposition on the right of but. More generally, a presupposition is not a general
precondition for communication but a proposition that the discourse points to. Knowing the mean-

' T consider only the ‘denial of expectation’ interpretation of but here. Similar remarks would apply to its other uses
(for example, contrast and concession).
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ing of cat is a precondition for understanding The cat is sleeping, but what is presupposed by the
sentence is the existence of an individual which satisfies the property of being a cat, not the mean-
ing of this property. The difference manifests in two ways: (1) being ignorant of the meaning of cat
makes one unable to assess the truth of The cat is sleeping by other means than indexical (non-
descriptive) reference; (2) a sense that is unknown cannot be ‘accommodated’, unlike a presupposed
proposition. So, whereas it is possible that presuppositions and word meanings are both precondi-
tions in a very general sense, their contribution to meaning is different.

Turning to (ii), we must ask in what sense a presupposition is ‘taken for granted’. Potts notes
that nonsensical but sentences raise a problem since, the meaning of the words being unknown, no
opposition relation can be assumed to be present before the discourse (14).

14.  John was reperting, but he stawled through all the same

Stalnaker too mentions problematic cases for his analysis in (Stalnaker 1973). Generally
speaking, one can use presupposition triggers without assuming that the presupposition is part of the
common ground. First, one can use presupposition triggers to introduce new information, as ob-
served by Stalnaker. Second, one can use presupposition triggers and not know whether the presup-
position is part of the common ground, as observed by Sadock in a personal communication to Stal-
naker (Stalnaker 1973, note 2). E.g., adapting Sadock’s example, (15) can be used in contexts where
the speaker knows (resp. does not know) that (resp. whether) the addressee does not know (resp.
knows) that the speaker has a sister.

15.  Ican’t come with you because I have to pick up my sister, who is waiting for me

Stalnaker does not provide any precise answer to the difficulty pointed out by Sadock. How-
ever, the observations by Potts, Stalnaker and Sadock converge towards the same conclusion: pre-
supposing is not equivalent to assuming some previous (shared) knowledge. This conclusion con-
flicts with the rendering of presupposition in terms of previous acceptance. Some recent approaches
to the satisfaction problem for presuppositions rely on the notion of update, familiar from various
versions of dynamic semantics. Traditionally, updates (Stalnaker 1978, Heim 1982, 1983, Veltman
1986), are eliminative procedures The update of a set of worlds s with a proposition p, s @ p, is the
set of worlds in s where p is true. s is said to accept p iff p is true at every world in s. s is said to
admit p iff p is true at some world in s. So, in an update, the worlds where p is false are eliminated
and s @ p = @ iff s admits p. I call an update genuine if it really eliminates worlds; so, s @ p is
genuine iff s @ p = 5. Beaver (2001), elaborating on (Karttunen 1973) and (Heim 1983), proposes
that the presupposition relation be defined as in (16)."

16. A. p presupposes q iff, for every s, if s admits p then s accepts q.
B. Let dp be the presupposition that p, s @ dp = s if s accepts p, and is
undefined otherwise.

(16.A) entails that no presupposition can be used for a genuine update. Let s be an informa-
tion state, if p presupposes ¢ and p is compatible with s (s admits p), then s accepts g, that is, s @ ¢
= s and s @ ¢ is not a genuine update. The idea that presuppositions are taken for granted seems to
entail that they cannot give rise to genuine updates. When confronted with examples like (15), we
are left with only two choices: reject the existence of a sister as a valid presupposition or modify or

"' See (van Eijck 1994) for a similar proposal.
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reject (16). The first option is intuitively strange. (15) sounds like a typical scholarly example of
presupposition and the presupposed proposition seems to enjoy a different status from both the con-
ventional implicature triggered by the non-restrictive relative clause and the asserted proposition /
can’t come with you."”

I propose to modify (16) by incorporating the multi-agent perspective developed in (Jayez and
Rossari 2004). There, assertions and conventional implicatures are distinguished by the intentions
of the agent who is responsible for them. Ignoring the detailed technical structure of the proposal, I
summarize the main point in (17).

17. a. If an agent a asserts that p, she intends that the other agents update their belief
states with p.
b. If an agent a conventionally implicates that p, she intends that the other agents
update their belief states with the proposition that a believes p.

The upshot of this proposal is that conventional implicatures constitute information supported
by a but, in contrast with assertions, there is no direct attempt to force them into the belief states of
the addressees. This difference accounts for the differences in dialogue exchanges noted by Jayez
and Rossari (2004) and recalled in section 2.2. Note that nothing prevents agents different from a to
adopt a conventional implicature, that is, to update their belief states with it. What (17) says is that
it is not the default intended effect of conventional implicature triggers. Turning to presuppositions,
I propose that they correspond to the intention defined in (18).

18.  If an agent a presupposes that p, she intends that the other agents update their belief
states with the belief that a ‘presupposes’ p.

Under this view, presuppositions differ from conventional implicatures only by the fact that
a’s belief state supports the presupposition that p. What does it mean for a belief state to support a
presupposition? One might recycle (16) and define ‘s (a belief state) supports the presupposition
that p’ as the fact that s @ dp = s, or equivalently that s accepts p. This solution would raise a prob-
lem similar to the one observed by Potts. Imagine that John said ‘I picked up my sister’ and I was
not sure he had a sister. The representation of John’s belief state I had up to this point was mixed:
since I ignored whether he had a sister, my beliefs were compatible with the two possibilities and so
were my beliefs about John’s beliefs; let s denote the beliefs I believed that John entertained and p
the proposition ‘John has a sister’. Then, s contained p-worlds and —p-worlds. What happens to s
when John mentions that he picked up his sister? I could update s in the usual way, replacing it by s
@ p. But what I learn is not that John believes (now) that he has a sister but that he already believed
it, before telling me that he picked up his sister. So I have to change my view on John’s previous
beliefs and I can do so by downdating the information through some revision. Specifically, if p is a
revision function, I can replace each world w of s where —p held by a set of worlds p(w,p) where p
holds. The general problem of defining reasonable revision procedures is far beyond the scope of
this paper and I will simply assume that there is at least one such procedure (see Hansson, 1999,
Herzig and Rifi, 1998 for surveys).

2 Following Potts, I assume that non-restrictive relatives trigger conventional implicatures.
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19. Let s, . denote the belief state at the end of the belief path ‘x, believes that x, believes
that ... that x, believes [...]". Let p(s,p) denote {w E s : w |=p} U U{p(W’,p) : w E s
& w’ |= —=p}. If an agent a presupposes that p, she intends that any other agent b
downdates her belief state by replacing s,, by p(s,..P)-

Presupposing is not asserting: if a presupposes that p, she does not intend that b should learn
p. It is not just conventionally implicating : if a presupposes that p, she does not intend that b should
learn that a believes p but that b learns that a already believed p. As with conventional implicatures,
if a if considered as trustworthy, it is possible that in effect b adopts this belief or even comes to be-
lieve that p. It might even be the actual intended effect of the presupposing action, but it is not the
default intended effect. Of course, as with assertions and non-presuppositional implicatures, the
other agents can adopt the presupposition, reject it, postpone downdating, etc.

Summarizing, although I share Potts’ concern about the misleading character of the expres-
sion ‘taken for granted’, I do not derive the conclusion that expressions like but are not presupposi-
tional. Presuppositions are not ‘old’ information but information which is presented as such.
Moreover, downdates based on revision provide a powerful alternative to the standard model of
eliminative updates and do not commit one to the view that information is elimination, a view
which proves problematic with presuppositions, since they put together two perspectives: informa-
tion modification (downdate) and information stability (propositions ‘taken for granted’). In a more
fine-grained approach one would have to consider temporal belief states and their evolution, but this
is not a step I can take within the limits of this paper.

In the following sections, I will rely almost exclusively on Geurts’ (1999) version of van der
Sandt’s (1992) anaphoric theory of presuppositions. There are two reasons for doing so. First, the
anaphoric theory directly captures the intuition that presuppositions are presented as ‘already there’
by requiring that they be bound to preexisting material or introduced as supplementary assumptions.
Second, Geurts” own version of anaphoric theory adds power and flexibility to van der Sandt’s ini-
tial proposal.

3. DRT representation
3.1 Basics

I use the traditional resources of DRT: individual discourse referents x, y, etc. and simple or
complex conditions. I ignore the presuppositional behavior of names and introduce them globally
for simplicity. To formulate the conditions on DMs, I add handles on DRSs (in a way similar to
Asher and Fernando (1999)), but quite conservatively, i.e. preserving the standard architecture
used by Geurts and van der Sandt. Presuppositions are considered to be DRSs; however they do
not enter the logical relations that make up complex conditions. Graphically, they are boxed and
coloured (e.g. K;). DRSs are declared as any other referent. Finally, DRS conjunction is simu-
lated by a non-commutative conjunction ®, which connects ‘normal’ (= non-presuppositional)
DRSs. It does not connect normal DRSs and presupposed DRSs. The standard commutative
conjunction is noted &. Presupposed DRS are ‘dangling’, that is, they are not connected to the
other DRSs. So, the general form of a DRS is like in (20a). Handles point to DRS contents, as in
(20c). Global referents and conditions are taken out of particular DRSs. Thus, in (20c), x and
John(x) do not belong to K, or K,.



Presuppositions and Pedigrees for Discourse Markers 99

20. a [x.x, K . K,K,.. . K,:C&..&C, &K, =[]*...*K,=[D) K, = []..K,=[]]
b. John is on speed. He is edgy
c. K=[K,K,, x:John(x) & (K, =[: on-speed(x)] * K, =[: edgy(x)]) ]

Since the ontology is slightly richer than with the original van der Sandt’s approach, one has
to provide accessibility conditions for DRS referents. This is by no means a novelty, though, since
Geurts (1999) extends the representation in the same direction for attitude verbs. For lack of space, I
will not use or discuss the full ‘SDRT with labels’ version proposed by Asher and Fernando (1999)
and Asher and Lascarides (1998, 2003). Two cases must be distinguished: ‘ordinary’ accessibility,
which concerns individual discourse referents (i-accessibility) and propositional accessibility,
which concerns propositions (p-accessibility). Since I am not proposing a theory of discourse rela-
tions, I need only a very weak form of p-accessibility on presupposed DRSs (see Asher and Las-
carides, 2003:149,def. 15 for a more elaborate approach).

21. Accessibility
I. IK=[...K ...:...K;=[]...], every K’= K i-accessible to K is p-accessible
to K, and K is i-accessible to K.
2. IfK=[K,,... K,...:...(K;=[]°*...*K,=[]], Kisi-accessible to K, ... K,

and K, ... K, are sequentially i-accessible (every K; is i-accessible to every K,
such that i < j)".

3. IfK=[...:K,=[]=K,=[]...]K, isi-accessible to K,, etc. (the usual
accessibility conditions)

The fact that K is (i/p)-accessible to K’ is noted by K <, ... K’.

Note that sequential accessibility is not sufficient in general; suppose we have a sequence of
the form K, =[] * K, =[], K, can access K, but it might have to access DRSs inside K, and not be
able to do so, as in the following structure, where K, cannot access [x : a] to resolve y.

Ki=[:7lx:all*K,=[y: C(y)]
Since presupposed DRSs are ‘dangling’ (not logically connected to the rest) they are not accessi-
ble out of subordination (a presupposed DRS containing another presupposed DRS, etc.). E.g., in
K=[...:K=[1K,=[]*K;=[]], K= Ky, and K3, K, <. Ky but K, £ K, and K, £,
K. For individual or DRS referents, anaphora resolution is standard: presupposed conditions are
trasnferred to the DRS where the antecedent is declared. A simple example is provided in (22).

i-acc

22. a. A man entered, he wore a hat
b. K=[K,K,: K, =[x:man(x) & entered(x)] * K, = [K; : K, = [y : | wore-hat(y)]]
By 21.2 and 21.1, K, =, K, and K, =, K;, so K, <. ,.. K; and y can be bound
to x. Therefore, K = [K K, : K, = [x : man(x) & entered(x)] ® K, = [: wore-hat(x)]]

i-acc

Since we have handles, DRS merging must be adapted.

23. If K is a DRS, gr(K) is the set of global individual referents of K (here, referents that
are introduced through proper names). gc(K) denotes the set of conditions through
which global individual referents are introduced (the predications of proper names).
The DRS obtained by withdrawing the global referents and conditions from K is noted
loc(K).

13 Remember that * is non-commutative; so, K, =[] * K, =[ ]is not the same as K, =[] * K, =[].
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24.  DRS merging
Let K, and K, be two DRSs. Their merge K, @ K, is defined by:
K, @K, =[gr(K)) U gr(K,) U {K,K,} : gc(K,) & gc(K,) & (K, =loc(K,) * K, =
loc(K))1™

The result of left-adjoining a consequence DM to a sentence represented by a DRS K is de-
fined in (25).

25.  Presupposition of consequence DMs
DM..(K) = [gr(K), K;, K, : gc(K) & (K; = loc(K) K, = [K,, : CONS(K;,,.K)]],
where i is the smallest fresh DRS handle index.

According to (25), A consequence DM bearing on a DRS K introduces a presupposed DRS (K,,,)
which indicates that some proposition (K,,,) entails the non-global content K, of the initial DRS K.
For a simple example, consider (26).

26. a. Johnis on speed, so he must be edgy
b. K, =[x:John(x) & on-speed(x)]
K, =[K;: MustK; = [K, : K, = [y :] edgy(y)]]
so(K;) = [Ks, Kg: Ks = [K; : Must K = [Ky : Ky = [y :] edgy(»)]] K¢ = [K; : CONS(K;,K5)]]
K, ® so(K,) =[x, K, K, : John(x) &
(=K) (K, =[: on-speed(x)]]
K, = [K;, Kq: K5 = [K; : Must K; = [K, : Ky = [y :] edgy(»)]]
K¢ = [K; : CONS(K;.K5)]])
c. K=[x,K,K,:John(x) & (K, =[: on-speed(x)]] *
K, = [Ks: K5 = [K; : Must K, = [: edgy(x)]] & cons(K,,Ks)])]
Resolving y is easy by means of the accessibility chain: K =<, .. K, =,.. K5 =i, K5 5. Ky,
which allows one to posit x = y. For K¢, one has: K <;,.. K, so K=, ,.. K, and one can resolve K,
with K, The two resolutions produce (26c¢).

3.2 Disjunctive structures

Disjunctive structures of the form Either A or B (Ou (bien) A ou (bien) B in French) are paired with
structures (1) or (2). I follow Geurts and Frank, who argue against Robert’s analysis and adopt (2).
More precisely, I consider that a structure Either ¢ or  is felicitous only if 1 can be interpreted as
incompatible with ¢. So —¢ is accommodated in the right term of the disjunction, unless y = = ¢, in
which case accommodation would create a redundancy. This gives the representation in (28)

1. Either ¢ or ¢y = ¢ v O(=¢p = ) (Roberts 1989)
2. Either g orp = ¢ v (=¢ A ) (Geurts 1995, Frank 1996)

To define the ‘negation’ of a DRS, we need to take care of the status of discourse referents.

' In this and similar definitions, gc(K,) & gc(K,) abbreviates C, & ... & C, & C,, & ... & C,, where C,,...,Cy and
Cin--,C, are the global conditions of K, and K, respectively.
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217. Contradictory DRSs
Let Ir(K) be the set of local referents of K, that is, those referents which are declared
inside K. K’ = . K iff K’ is an alphabetic variant of K on /r(K). K and K’ are contra-
dictory iff, for some K”’, K’ = K’ and K = [-K"’].

28.  Exclusive disjunction
Let ~K be any DRS contradictory to K.
A sequence K, <either-or> K, is construed as:
[{K, Ky} U gr(K)) U gr(K,) : ge(K)) & ge(K,) & K, =loc(K)) v K, = [K,, K;;; 1 K;=
~K, * K.,, = loc(K,)]], where i is the smallest fresh DRS handle index."
So, (29a) is actually (29b). Since K, <, K, =;.. K, z can be bound to u, resulting in (29c).
29. a. Either Fred has no rabbit or it is in hiding
b. K=[K,,K,, x: Fred(x) &
(K, =1[: =y : rabbit(y) owns(x,y)]]
Y
K, =[K;, K, : K; = [u : rabbit(u) & owns(x,u)] ®
K, = [K; : K = [z : non-human(z)] in-hiding(z)111)]
c. K=[K,K, x:Fredx) &
(K, =[: = [y : rabbit(y) owns(x,y)]]
Y
K, = [K;, K,: K; = [u : rabbit(u) & owns(x,u) & non-human(u)] * K,
= [: in-hiding(u)]]]

In French, it turns out that disjunctive structures have unexpected effects on consequence
DMs. A sentence like (30a) (the French counterpart of (29a) + alors) has the structure in (30b). Re-
solving z in K; gives z = u. K, < .. K;, s0 K¢ can be bound to K;. The result is (30c)

30. a. Ou bien Fred n’a pas de lapin ou bien alors il se cache
‘Either Fred has no rabbit or then it is in hiding’
b. K, =[x: Fred(x) & =[y : rabbit(y) & owns(xy)]], K, = [K;: K; = [z: non-human(z)] in-hiding(z)]
K’, =then(K,) = [K,.Ks : K, = [K;: K; = [z non-human(z)] in-hiding(z)] Ks = [K¢: CONS(K¢,K4)]]
K, <either-or>K’, = [x: Fred(x) & K, =[ =[y : rabbit(y) & owns(x,y)]] v
K’, = [K;, K : K; = [-[-[u : rabbit(u) & owns(x,u)]]] ® Kg = [K,,Ks : K, =
[K;: K5 = [z: non-human(z)] in-hiding(2)]] Ks = [K : CONS(K,K)111]
Cc. K, <either-or>K’, = [x: Fred(x) & K, =[ =[y : rabbit(y) & owns(x,y)]] v
K’, = [K,,Kg : K; = [[-[u : rabbit(u) & owns(x,u) & non-human(u)]]] ® Kg
=[K, : K, = [: in-hiding(z)] & CONS(K;,K)]]1]]

However, this predicts that (31a,b) should be fine.

31. a. Ou bien Fred n’a pas de lapin ou bien "donc il se cache
b. Ou bien Fred n’a pas de lapin ou bien "dans ce cas il se cache

1% the <either-or> constructor behaves like a merging operator.
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4. Pedigrees
4.1 What are they?

One can account for (31a) by mixing two observations.

a. The propositions ¢/—~¢ occurring in exclusive disjunctions of the form ¢ <either-or> 1y are not
standard assertions. Rather, they have an hypothetical status (Roberts 1989).

b. Donc is not always felicitous in the apodosis of conditionals (Jayez and Rossari 2000).

32. a. Fred a un lapin, donc il se cache
[intended : since Fred has a rabbit and we don’t see it, it must be in hiding]
‘Fred has a rabbit, therefore it is in hiding’
b. SiFred a un lapin, “donc il se cache
‘If Fred has a rabbit, therefore it is in hiding’

More generally, donc cannot always be naturally bound to propositions with a hypothetical
status.

33. a. Peut-etre que Fred a un lapin, mais "’donc / alors il se cache
‘Maybe Fred has a rabbit, but therefore / then it is in hiding’
b. Est-ce que Fred a un lapin? Parce qu’alors / “donc je vais prendre de la salade
‘Does Fred have a rabbit, because then / therefore I'll take some salad’

One can explain (31a) by assigning to the proposition that Fred has a rabbit a hypothetical
status and assuming that certain consequence DMs are sensitive to the modal status of the proposi-
tion they presuppose. Roughly speaking, a pedigree is a trace of the modal/illocutionary status of an
antecedent proposition

34.  Pedigrees
Any DRS handle K receives a pedigree, which is a Boolean expression of types in
some Boolean lattice of types.

The detailed structure of the type language is immaterial. I simply assume that we have Boo-
lean expressions (that is, in particular, 0 A =0 = L). K with pedigree m is noted "K. Pedigrees can
be modal. Let m be a sequence of modal operators that defines the set of worlds at which some
proposition must be evaluated; m can constitute a term in a Boolean pedigree. The sources of modal
pedigrees are, for instance, morpho-syntactic and prosodic information, certain constructions or the
context itself (e.g. descriptive vs. ‘evidential’ assertions). The important point is that certain conse-
quence DMs are sensitive to pedigrees (35); e.g. donc demands elements already present in the
common ground or ‘taken for granted’, hence the pedigree gr(anted). The existence of pedigrees
restricts the binding options (36).

35.  Pedigree sensitivity for consequence DMs
A consequence DM is sensitive to pedigrees whenever it triggers a presupposition of
the form K, = ['K,,, : CONS("K,,,, K’)]. In particular, donc triggers a presupposition of
the form K, = [*K,,, : CONS(®*K,,,, K")].

36. Binding with pedigrees
"K; can be bound to K iff t A v’ = L. The result is ** K.
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When we try to bind a handle to another handle with an incompatible pedigree (x A @ = 1),
we get an anomaly. For (31a), we have the structure (31c). For simplicity I assume that the relevant
pedigrees are incompatible atoms, hyp and gr. We have hyp A gr = L, so the binding fails.

31. C. K, <either-or>K’, =[x : Fred(x) & K, = [ =[y : rabbit(y) & owns(x,y)]] v K’, = ["PK,,WPK, :
WPR . = [=[-[u : rabbit(u) & owns(x,u)]]] ® ™K, = [K,.Ks : K, = [K;:
K; = [z: non-human(z)] in-hiding(z)]] Ks = [K, : CONS(*'K¢,K,)]1]]

4.2 Disjunctive syllogism and pedigrees

Jayez and Rossari (2000) note that donc improves in contexts like (37a). The observation extends to
(37b). Such structures correspond to an implicit reasoning of the form A v B, = A |- B (disjunctive
syllogism).

37. a. Si Fred était a I’étranger, “donc il ne peut pas &tre le meurtrier
‘If Fred was abroad, he cannot be the murderer’
b. Ou bien Fred n’était pas a 1’étranger, ou bien, donc, il ne peut pas &tre le
meurtrier
‘Either Fred was not abroad, or he cannot therefore be the murderer’

Epistemically, a disjunctive syllogism corresponds to the fact that there are only two possi-
bilities that the speaker and the hearer are aware of. So, the validity of (37) is based on a granted
proposition of the form #*[abroad vv {murderer], where vv notes the exclusive disjunction One
can relax condition (35) as in (35’).

35’. Pedigree sensitivity for donc
Donc triggers a presupposition of the form K, = [I': cONS(I', K”)], where I'" is a non-
empty list of DRSs that contains at least one DRS of pedigree gr.

With (30a) and (31a), there are additional possibilities: Fred has a rabbit and it is in hiding, Fred has
a rabbit and he is on vacations with his rabbit, Fred has a rabbit but it lives in the garden, etc. The

granted premise rabbit Vv in-hiding is not available as an element of the common ground. See
fig. 1 and 2.

-rabbit -rabbit
rabbit — > rabbit
in-hiding /M—hiding
conNs(K,in-hiding) CcoNS(K,in-hiding)
Ne—

FIGURE 1 : (30a) and (31a)
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~abroad —abroad
-abroad v -(murderer -~abroad v -{murderer
Pl
abroad abroad
-~(murderer ’—-()murderie/
cons(K,~(murderer) cons(K A K urderer)
N

FIGURE 2 : (37b)

The relevance of the difference is confirmed by the improved versions (38a,b) of (32b) and

(31a). The initial assertion in (38) introduces the necessary disjunction in the common ground.

38.

Le lapin ne peut etre que dans la maison. Si Fred en a un, donc il se cache

‘The rabbit can only be in the house. If Fred has one, therefore it is in hiding’

Le lapin ne peut etre que dans la maison. Ou bien Fred n’en a pas ou bien donc il
se cache

‘The rabbit can only be in the house. Either Fred has no rabbit, or therefore it is
in hiding’

4.3 ‘Dans ce cas’

What about (31b)? Since dans ce cas is compatible with hyp-type DRSs (39a), the explanation of-
fered for donc is inappropriate. Similar observations hold whenever the presupposed proposition is

not explicit.

39.

Si Jean prend des amphets, dans ce cas il va €tre tres nerveux

‘If John is on speed, in that case he is going to be very edgy’

John prend probablement des amphets, sinon alors / ’dans ce cas je ne com
prends pas pourquoi il est si nerveux

‘John probably takes speed, if not (then / in that case) I can’t understand why he
is so edgy’

Il faut que John prenne des amphets, faute de quoi alors / "’dans ce cas il ne
pourra pas réussir I’examen de sémantique formelle

‘John must take speed, otherwise (then / in that case) he will not be able to pass
the formal semantics exam’

The structure of (39b,c) is M(¢), if —=¢ then (alors vs dans ce cas) P, —¢ being implicit. By

and large, DMs such as sinon, autrement, faute de quoi, sans quoi, dans le cas contraire trans-
form propositions into their implicit hypothetical inverse (¢ becomes (if —=¢)). The data suggests
that dans ce cas is sensitive to the explicit character of propositions. To be accepted in the com-
mon ground is not enough. In a discussion among mathematicians, the proposition that no con-
tradiction can be admitted is probably part of the common ground.
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40.  Dans la démonstration classique de I’irrationnalité de V2, ou bien on admet une
contradiction ou bien alors / "dans ce cas V2 n’est pas fractionnaire
‘In the classical proof that V2 is irrational, either one admits a contradiction or then / in
that case V2 is not fractional’

Dans ce cas is a demonstrative DM, so its behavior is analogous to what is observed for de-
monstrative determiners in the presence of bridging (see Corblin 1995, Kleiber 1989 for French,
Diessel 1999 for a cross-linguistic study). Generally speaking, demonstratives do not like implicit
antecedents (41).

41. a. J’ai examiné la voiture. Le/*Ce coffre était abimé
b. Iinspected the car. The/*This trunk was damaged

Implicit DRSs can be tagged with a special tag impl. If dans ce cas and similar DMs demand
a ~impl-type DRS, the binding fails.

4.4 Pedigrees and attitudes
A prima facie reasonable assumption is that attitudes create non-accessible contexts, see (42).
42. Mary believes that a bear, broke in, "it; crushed the TV
However, Asher (1993:chap. 6) notes examples like (43a) (his 18).
43. a. John now believes that [Mary will leave him],. Fred has been expecting it; to

happen all along
b. [x,y,s : John(x) & Mary(y) & s-believes(x, [e : e-leaves(x,y)])]

Asher’s explanation is twofold:

a. One can refer anaphorically to event-types (vs. events).

b. Event-types are predicative DRSs of the general form Aelx, ... x,[y, ¥y :e-pred(x, ... x,)
...], e.g. the event of leaving is AeAx,y [: x e-leave y ]. They behave as terms and are
‘freely’'” available for anaphora. DRSs are 0-place predicative DRSs, so DRSs (qua event-
types) are ‘freely’ available.

Disregarding time, the first sentence of (43a) can be coded as (43b). The underlined DRS is
accessible (in contrast with the event referent e). I follow Asher in assuming that abstract objects
are much more freely accessible than individual discourse referents. In practice, I will make all the
propositions in the scope of attitudes accessible. This squares well with examples like (44a-c)

44. a. Marie croit qu’[un ours est entré],. Effectivement, c’; est vrai
‘Mary believes that [a bear broke in];. Indeed it;’s true’
b. Je pense qu’[un ours est entré];. Si ¢a; n’était pas le cas, il n’y aurait pas autant
de dégats
‘I think that [a bear broke in],. If it; were not the case, there would be less damage’

' Note that the sentence is not uniformly rated as strange.
"7 Not exactly. The accessibility conditions on individual discourse referents must be respected.
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c. Marie s’imagine que [Jean pense qu’[un ours est entré]];. C;,;’est ce que croit
Fred
‘Mary imagines that [John thinks that [a bear broke in]],. It;,,;’s what Fred
believes’

The possible sensitivity to attitudes requires an elaboration of pedigrees. Rossari (2002)
shows that a DM like effectivement ‘indeed’ is sensitive to attitudes, see (45a-d). See (Zeevat 2003)
for similar remarks on indeed.

45. a. Ily ades souris chez Julie. “Effectivement j’en ai vu (=~ Rossari’s example

(74))
‘There are mice in Julia’s house. Indeed I saw some mice’

b. Julie croit qu’il y a des souris chez elle. Effectivement j’en ai vu
‘Julia believes there are mice in her house. Indeed I saw some mice’

c. Julie arévé qu’il y avait des souris chez elle. Effectivement j’en ai vu (= her
(79))
‘Julia dreamt that there were mice in her house. Indeed I saw some mice’

d. Julie a raison de croire qu’il y a des souris chez elle. Effectivement, j’en ai
vu (= her (75))
‘Julia is right when she believes that there are mice in her house. Indeed I saw
mice’

e. Julia s’imagine qu’un ours est entré. “Effectivement, il y a de gros dégats
‘Mary imagines that a bear broke in. Indeed there is a lot of damage’'®

Effectivement demands that its antecedent be the object of a veridical (Zwarts 1995) attitude
and that the attitude be assigned to an agent distinct from the speaker. Veridical attitudes entail that
the agent under consideration believes the proposition which the attitude is about. Let a be an agent
and ATT an attitude, then R_, 1. 1s the accessibility relation between the current world and the ac-
cessible worlds w.r.t. ¢ and ATT. As usual, O_, ... ¢ is true at w iff ¢ is true at every world w’ such
that w R_, srpo W'.

46.  Presupposition of effectivement
Ki = [CK1+1 : K’ = D<‘Ypeaker,BELlEVE> CKi+1)]]’
where i is the smallest fresh DRS handle index and C = Ja,ATT (a = speaker &
(D<a,ATT> I<i+1 = D<a,BELIEVE> Ki+1) & (D<a,ATT> Ki :’é’ D<‘Ypeaker,BELlEVE> _'Ki+1))

(46) says that the proposition in the scope of effectivement entails that the speaker believes a
certain propositional antecedent such that (i) the attitude entertained by some agent a different from
the speaker entails that a believes that the antecedent is true and (ii) does not entail that the speaker
believes that the antecedent is false. For instance, in (45b), Julie believes that she has mice at home.
In (45d), Julia’s belief is already presupposed by the first sentence. (45¢) may sound odd because
the first sentence entails that the speaker believes that no bear broke in. (45c) is more problematic.
Following Giannakidou (1998), I assume that dreaming that ¢ entails believing that ¢ during the
dreaming event. Whether this belief is about the current world, as any normal belief is, is more de-
batable. The world which the dream-beliefs are about might give rise to different beliefs than those
the current world gives rise to; e.g. x dreams that he is a tennis-player and he knows (in the real

'® T assume that, in the example, s’imaginer means to suppose wrongly.
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world) that he is not a tennis-player. Since we usually do not entertain (simple) inconsistent beliefs
about the same world, the current world of the dream and that of the reality are presumably not the
same unless one considers that the difference between dream-beliefs and real beliefs is a matter of
belief change.

In contrast with the treatment proposed by Zeevat (2003) for indeed, there is no accessibility
problem: effectivement picks up propositions inside attitudes. This is not idiosyncratic; the condi-
tional mood, for instance, can bypass attitudes in the same way (Jayez and Rossari 1999).

47. a. Marie a peur qu’il y ait des cafards dans sa salle de bains; elle serait obligée de
s’en débarrasser
‘Mary is afraid that there are roaches in her bathroom ; she would have to get rid
of them’
b. Marie a peur qu’il y ait des cafards dans sa salle de bains; alors / dans ce cas/ du
coup/ "donc elle serait obligée de s’en débarrasser

4.5. Some residual problems

In this section, I mention a few problems which call for an extension/modification of the present ap-
proach.

A. DMs are usually not cataphoric.

48. a. Either it is in hiding, or then Fred has no rabbit
b. Either, "then, it is in hiding or Fred has no rabbit

However, once the cataphor has been resolved there is no difference of structure with (30b).
To deal with such examples, one has to provide for a temporal structure of resolu-
tion/accommodation. The DM cannot be used as long as its left argument has not be found or con-
structed. Obviously, the present framework is not adequate in this respect.

B. Anaphoric ‘strength’
It is well-known that pronouns and DMs, in contrast with full NPs, resist in general accom-
modation.

49. a. 'She came [intended: no salient antecedent]
b. "Therefore Mary came [intended: no salient plausible premise]
c. Mary picked up her children at school [intended: no salient antecedent]
d. Mary might be in the garden [intended: no salient reason for Mary being in the
garden]
e. Mary "would be in the garden [intended: no salient condition for Mary being in
the garden]

If the ‘informational’ account of these differences (Geurts) is right, (49a) and (49b) are
strange because she and therefore cannot help to identify their ‘referent’, i.e. the left argument of
the discourse relation for therefore. Therefore has descriptive content (in contrast with she), but it
concerns the discourse relation, not the referent; her children corresponds to the property AX. X = {x
: x is one of Mary’s children}, which identifies uniquely its referent. Geurts (1999) propose that
modals presuppose their domain (see also Geurts and van der Sandt 1999). A potential problem
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with this assumption is that it does not explain why (49d) is admissible ‘out of the blue’ whereas
(49e) is strange. (49) suggests rather that being dependent on a modal base (Kratzer 1981) and be-
ing presuppositional are distinct properties. Might (which requires a modal base) and conditional or
DMs (which are based on presuppositions) would then be different in this respect.

C. Corblin’s observation
Francis Corblin (p.c.) observed that DMs like donc can be found inside if-clauses.

50. a. SiMarie dit la vérité, si donc elle a bien vu le meutrier, ¢ca change tout
‘If Marys tells the truth, so if she actually saw the murderer, it changes
everything’

What is the antecedent of donc in (50)? Presumably, it is the hypothetical proposition ‘if Mary
tells the truth’. But this shows that conditions (35) and (35’) are too strong. In fact, in (50), donc is
licensed by the fact that the conclusion (‘if Mary tells the truth’) has the same modal status than the
antecedent. The general constraint is captured by (51), which requires that one of the DRSs in I'
have the same pedigree as the consequent. (51) allows in particular for cases where it = hyp.

51.  Pedigree sensitivity for donc (II)
Donc triggers a presupposition of the form K; = [I': cons(I', "K”)], where T is a non-
empty list of DRSs that contains at least one DRS of pedigree .

5. Conclusion

Pedigrees constitute the semantic interface between DMs and their antecedents. Whereas pronouns
and verbs have individual or propositional antecedents that exist or hold in the current world, DMs
may impose more complex constraints on their antecedents. Although the notion of pedigree can be
approximated by simple types in a Boolean algebra, the observations in sections 4.3, 4.4 and 4.5
show that we have to make room for a richer ontology. Pedigrees are not equivalent to discourse
relations, in the traditional sense. The most obvious manifestation of this difference is the fact that
the same relation of consequence is associated with otherwise very different DMs, such as donc and
alors. In future work, I will examine other types of DMs and the general problem of the relation
between pedigrees, modal status and speech acts, along the lines of (Jayez 2003).
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Bare NPs: Kind-referring, Indefinites, Both, or

Neither?
Manfred Krifka

1. Generally shared assumption about Genericity

It is generally assumed that there are two types of genericity, called characterizing statements and
kind reference in Krifka et al. (1995). Characterizing statements express generalizations about sets
of entities or situations, cf. (1); kind reference involves reference to an entity that is related to
specimens, cf. (2).

@ a. A potato contains vitamin C.
‘For all/typical x: if x is a potato, X contains vitamin C.
b. A gentleman opens doors for ladies.
‘For all/typical x: If x is a gentleman, he opens doors for ladies.’
2 a. The potato was first cultivated in South America.
“The kind tuber tuberosum was first cultivated in South America.’
b. Shockley invented the transistor.
‘Shockley conceived of, and realized, the kind of the transistor.’

There are mixed cases, characterizing statements about the specimens of kinds:

3) The potato contains vitamin C.
‘For all/typical specimens of Tuber tuberosum x, x contains vitamin C.

We distinguish these types because indefinite NPs in characterizing statements cannot in general be
replaced by definite NPs, and definite kind-referring NPs cannot in general be replaced by
indefinite NPs, cf. (4). Sentence (4.b) is possible on the taxonomic interpretation, referring to a
subspecies of tuber tuberosum.

4 a. *The gentleman opens doors for ladies.
b. *A potato was first cultivated in South America.

Of course, definite and indefinite singular NPs do not only occur in generic expressions. Definite
singular NPs can also refer to some salient or unique object, cf. (5.a), and indefinite NPs can also
introduce a new entity, cf. (5.b).

5) a. The potato rolled out of the bag. b. A potato rolled out of the bag.

Definite singular NPs are assumed to be systematically ambiguous, that is, polysemous: They can
either refer to the kind, or to some unique or salient specimen belonging to the kind. A predicate
like is extinct, or was cultivated in the South America, selects for the kind reading; a predicate like
rolled out of the bag selects for the object reading. We can represent these two readings as in (6),
where 1 is an operator that maps a predicate to the unique or most salient entity it applies to.

(6) a. ROLLED_OUT_OF THE_BAG(1POTATO)
b. FIRST_CULTIVATED_IN_SOUTH_AMERICA(TUBER_TUBEROSUM)

Indefinite singular NPs are generally assumed to be not ambiguous. Their apparently different
interpretation in sentences like (1.a) and (5.b) is a result of the presence of a quantificational
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operator in characterizing statements, quite similar as in sentences with overt adverbial quantifiers,
as in A potato always contains vitamin C (cf. Heim (1982)). What is common to all indefinite NPs
is that they introduce a variable that is constrained by the predicate expressed by the indefinite. If
the NP is interpreted in the restrictor of a quantificational operator (like always, or the generic
operator in characterizing sentences called GEN), the variable is associated with this operator, cf.
(7.a). If there is no quantificational operator around, the variable is associated by existential closure,
here indicated by 3 (cf. (7.b)).

@) a. A potato contains vitamin C.
GEN(AX[POTATO(X)]) (AX[CONTAINS_VITAMIN_C(X)])
b. A potato rolled out of the bag.
I[POTATO(X) A ROLLED_OUT_OF THE_BAG(X)]

It is also possible to give a more ordinary semantics to indefinites where they are always associated
with an existential quantifier. This quantifier then has to be treated as dynamic, which will result in
the same semantic interpretation (cf. Rooth (1987)).

2. Different opinions about Bare NPs

The interpretation of bare NPs — that is, NPs without articles, mass nouns like bronze and plurals
like potatoes — is controversial. They appear in contexts that select for kind reference, cf. (8.a), and
in characterizing statements, cf. (8.b). And they have non-generic uses, as in (8.c).

(8) a. Potatoes were first cultivated in South America.
Bronze was invented around 3000 BC
b Potatoes contain vitamin C. / Gentlemen open doors for ladies.
Bronze was used for jewelry and weaponry.
c. Potatoes rolled out of the bag.
Bronze was detected in the remnants of the furnace.

There are essentially two types of theories for bare NPs: The kind-reference analysis of Carlson
(1977) holds that they uniformly refer to kinds. The apparent object-related use as in (8.c) is
explained by a general property of episodic predicates: If applied to a kind, they introduce, by
existential quantification, a specimen of that kind. Writing R(y,x) to indicate that y is a specimen,
or realization, of the kind x, we can give the following analyses:

9 a. Potatoes were first cultivated in South America.
FIRST_CULTIVATED_IN_SOUTH_AMERICA(TUBER_TUBEROSUM)
b. Potatoes contain vitamin C.
CONTAIN_VITAMIN_C(TUBER_TUBEROSUM)
c. Potatoes rolled out of the bag.
AX3AY[R(Y, X) A ROLLED_OUT_OF THE_BAG(Y)](TUBER_TUBEROSUM)
= 3y[R(y, TUBER_TUBEROSUM) A ROLLED_OUT_OF THE_BAG(Y)]

The ambiguity analysis, as proposed by Wilkinson (1991) and Gerstner-Link & Krifka (1993),
holds that bare NPs are systematically ambiguous (i.e., polysemous). They either refer to a kind,
like definite singular NPs, or are the plural counterpart of indefinite singular NPs. (8.a) is
interpreted just as in the kind-reference analysis, but (8.b,c) get the interpretation of their singular
counterparts, (7.a,b):

(10) a. Potatoes contain vitamin C.
GEN(3X[POTATOES(X)]) (CONTAINS_VITAMIN_C(X))
b. Potatoes rolled out of the bag.
IX[POTATOES(X)] A ROLLED _OUT_OF THE_BAG(X)
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There are a number of arguments for the kind-reference analysis of bare NPs, and some against it
that argue for the ambiguity hypothesis, which I will review here.

2.1 Arguments for the kind-referring analysis.

First, Carlson (1977) observed that the readings of sentences are determined by their predicate. The
sentence Potatoes are rolling out of the bag only has a non-generic interpretation, and Potatoes
contain vitamin C only a generic one. His theory accounts for this fact. However, we find a similar
lack of ambiguity with singular indefinites, as in A potato was rolling out of the bag and A potato
contains vitamin C. Carlson’s theory does not generalize to these cases, as singular indefinites
certainly do not denote kinds.

Second, it was shown by Carlson (1977) that anaphoric bindings are possible across kind-
referring and apparently object-referring uses, as in (11).

(11) a. John bought potatoes because they contain vitamin C.
b. Watermelons contain iron, so John often buys them / one

Assumes that all of these NPs are kind-referring explains these cases: Definite pronouns like they
also refer to the kind, and indefinite pronouns like one pick up a kind and introduce a specimen of
it. But again, singular indefinites behave similar:

(12) a. John bought a potato / some potatoes because they contain vitamin C.
b. A watermelon contains vitamin C, so John often buys them / one.

A third argument was put forward by Schubert and Pelletier (1987), who argue that predicates of
different types can be conjoined:

(23) (??)Frogs are reptiles and are croaking right now in front of my window.
AX[REPTILES(X) A AX3Y[R(Y, X) A BE_CROAKING(Y)]](RANO)

The kind-reference analysis explains such cases easily. But informants judge such examples as
problematic, essentially not better than parallel sentences with singular indefinite NPs, as in A
frog is a reptile and is croaking right now in front of my window. However, cases like (14) which
make a similar point, are fine.

(14)  Frogs, which are reptiles, are croaking right now in front of my window.

Of Carlson’s original arguments for the kind-referring analysis of bare NPs, the most convincing
ones are those that relate to their scopal behavior. Bare NPs have a clear preference for narrow
scope, whereas singular indefinite NPs may have narrow or wide scope, with respect to other
operators such as negation, quantifiers, or attitude verbs. For example, (15.a) has a non-
contradictory reading because a dog can have wide scope with respect to negation, which is lacking
for (15.b). This is predicted if the existential quantifier is introduced by the lexical predicate.

(15) a. Adogis here, and a dog is not here.
I.  3IX[DOG(X) A HERE(X)] A IX[DOG(X) A —HERE(X)]
ii. 3IX[DOG(X) A HERE(X)] A —=3X[DOG(X) A HERE(X)] (contradict.)
b. Dogs are here, and dogs are not here.
AX3AY[R(y, X) A HERE(Y)](CANIS) A =[AX3X[R(Y, X) A HERE(Y)](CANIS)]
= 3y[R(y, cANIS) A HERE(Y)] A —3Y[R(y, CANIS) A HERE(Y)] (contrad.).

Similarly, while the singular indefinite NP in (16.a) has a narrow-scope and a wide-scope reading,
the bare NP in (16.b) appears to have only a narrow-scope reading.

(16) a. Minnie wants to talk to a psychiatrist (non-specific or specific)
I.  WANT(MINNIE, AX[ AP3Y[PSYCHIATRIST(Y)AP(Y)](AY[TALK_TO(X,Y)]])
ii. AP3y[PSYCHIATRIST(Y)AP(Y)] (AY[WANT(MINNIE, AX[TALK_TO(X,y)]])
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b. Minnie wants to talk to psychiatrists. (non-specific only)
WANT(MINNIE, AX[ Ay3z[R(z,y) A TALK_TO(X,z)](PSYCHIATRISTS) ])

A variant of the anaphora argument was put forward by Rooth (1985). Consider (17.a), as a report
about a peace meeting after an interplanetary war. Anaphoric binding is possible, even though
Martians appears to refer to some Martians, and themselves to the kind. Such bindings are not
possible for non-bare indefinites, as in (17.b.c). This is as predicted by the kind-referring analysis,
for which Martians refers to a kind (cf. the analysis given for (17.a). A similar argument involves
the binding of the subject position of indefinites, PRO, cf. (18).

(17)

o

At the meeting, Martians presented themselves as almost extinct.

AX[R(X, HOMO_MARTIENSIS) A PRESENTED_AS_EXTINCT(X, HOMO_MART.)]
b. *At the meeting, a Martian presented themselves/itself as almost extinct.
c. *At the meeting, some Martians presented themselves as almost extinct.

(18) a. Atthe meeting, Martians claimed [PRO to be almost extinct].
b. At the meeting, some Martians claimed [PRO to be almost extinct].

Another argument for a the kind-referring analysis was brought forward in Dayal (2002). In
languages that allow for bare singular count noun NPs like Hindi and Russian, bare singulars and
bare plurals behave differently with respect to scope effects. Take the following Russian examples:

(19) a. #Sobakabyla vesde. b. Sobaki byli  vesde.
dog.sG was.sG everywhere dog.pPL was.PL everywhere
‘A dog was everywhere.’ ‘Dogs were everywhere.’

(19.a) is strange because it suggests that one and the same dog was everywhere. Dayal argues that
this difference can be captured if we assume that bare singulars refer to kinds that allow only for
single instantiations in a particular situation, which according to her is similar to definite-generic
NPs like the dog. But a variant of the ambiguity theory could deal with this phenomenon equally
well. We would have to assume that bare singular NPs introduce new discourse referents under the
presupposition that they are unique in the situation talked about.

2.2 Arguments for the ambiguity analysis

There are some observations that pose problems for the kind-reference analysis and argue for the
possibility that bare NPs can be interpreted like indefinites.

The kind-reference analysis is problematic because it stipulates that bare NPs, like potato,
and singular definite generic NPs, like the potato, both refer to kinds. But they behave differently in
episodic sentences; (20.a) cannot be used when some potatoes rolled out of the bag, in contrast to
(20.b).

(20) a. The potato rolled out of the bag. b. Potatoes rolled out of the bag.

To be sure, there are theories that assume that the kinds bare NPs refer to and the kinds definite NPs
refer to are different; for example, Chierchia (1998) and Dayal (2002) hold that the latter have
unique representations. But even then (20.a) should be interpretable, saying that the potatoes of the
situation talked about rolled out of the bag.

Another problem was discovered by Carlson (1989), who observes that his original theory
cannot be right in the face of examples like (21).

(21)  Hurricanes arise in this part of the Pacific.
i. ‘For hurricanes in general it holds: They arise in this part of the Pacific.’
ii. ‘For this part of the P. it holds: There are hurricanes that arise there.’

The kind-referring analysis gives us only reading (21.i). Reading (ii) can be explained if hurricanes
is an indefinite NP. Notice that singular indefinite NP behave in the same way; for example, (22.a)
and (b) have similar interpretations (i), (ii).
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(22) a. Frenchmen wear berets. b. A Frenchmen wears a beret.
i. For Frenchmen in general it holds: They were berets.
ii. For berets in general holds: They are worn by Frenchmen.

Prosody can distinguish between these readings: Accent on the object will result in reading (i),
accent on the subject in reading (ii). This can be captured in different ways — by assuming that
adverbial quantification is sensitive to focus, cf. Rooth (1985, 1995), or to givenness
presuppositions expressed by deaccenting, cf. Krifka (2001). The accentual differences are reflected
in different segmental realizations in certain languages. For example, Finnish uses nominative case
for NPs that denote the set of entities about which a characterizing statement is made, and uses
partitive case for indefinites in episodic sentences. In Japanese, NPs of the first kind carry a topic
marker.

One further argument for the ambiguity analysis when extended to other languages is that
there are languages in which bare NPs do not occur in argument places reserved for kind reference,
but may occur in characterizing sentences or episodic sentences. The following data are from
Longobardi (2001), on Italian:

(23) a. Elefanti di colore bianco possono creare grande curiosita.
‘White-colored elephants may raise a lot of curiosity.’
b. *Elefanti di colore bianco sono estinti.
‘White-colored elephants are extinct.’

To summarize, we are facing the following predicament: On the one hand, there is clear evidence
that bare NPs are never interpreted just as the plural versions of indefinite NPs; otherwise, they
would allow for wide scope readings, and they could not be antecedents of kind-referring reflexives
or PRO. On the other, there is equally clear evidence that not all uses of bare NPs refer to kinds:
They significally differ from other kind-referring NPs, and they show many similarities with
indefinite NPs. The question, then, is: Are bare NPs kind referring, or are they ambiguos between a
kind-referring and an indefinite reading? In the following, I will first discuss Chierchia (1998), a
theory that, while selling itself as a kind-reference analysis, allows for systematic flexibility in the
interpretation of NPs. | will point out a number of problems, and then propose another theory of
flexible interpretation. It will turn out that bare NPs basically are neither kind-referring nor
indefinites, but that they can be coerced to kind-referring or indefinite NPs.

3. The Theory of Chierchia (1998)
3.1 Ontological requirements for kind reference

Chierchia assumes, in line of much work on the semantics of plurals and mass nouns such as Link
(1983), that individuals form an atomic join semi-lattice, with a sum operation @, a part relation <,
and a set of atoms AT. Interpretations are with respect to possible worlds. The meaning of a
singular count noun like dog is a property, a function that maps every world w to the set of
(atomic) dogs in w:

(24)  [dog] = DOG, = AWAX[DOG(W)(X)] (where: If DOG(W)(X), then xeAT).

The meaning of a plural count noun is the transitive closure of the meaning of the singular count
noun under @, minus the atomic individuals. This ensures that dogs will apply to sum individuals
consisting of one or more dogs.

(25) [dogs] = DOGS, = AWAX[-DOG(W)(X) A VY[y<x A AT(y) — DOG(W)(Y)]]

Notice that DOGs is a cumulative property, that is, for any world w, if boGs(w)(x) and DoGs(w)(y),
then DOGs(w)(x®y). Mass nouns denote properties that are cumulative as well, but they also apply
to atomic entities. The meaning of furniture applies to single pieces of furniture and to entities that
consist of pieces of furniture.
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The definite article denotes the maximization operator 1, which, when applied to a predicate
P, returns the greatest individual in P. If P doesn’t have a single greatest individual, then (P is
undefined. If a predicate P is cumulative, finite, and non-empty, then P always exists. Hence the
meaning of the dogs is defined in a world in which there are dogs, as DOGs is cumulative, whereas
the meaning of the dog is defined only for those worlds in which there is a single dog, cf. (26.a,b).

(26) a. [the dogs] = Aw[iDoGS(W)]] b. [thedog] =Aw[i[DOG(W)]]

Kinds have a hybrid nature; they are individual concepts, i.e. functions from worlds to individuals,
but also members of the set of atoms. The set of kinds K is a proper subset of the set of atoms, AT.
They are also related to properties by the down operator . Applied to a property P, this operator
yields the function that maps each world w to the greatest element of the extension of P in w,
provided that this is an element of the set of kinds K:

(27)  “P = xw[iP(w)], if this is an element of K, else undefined.

The down operator is so-called because it “brings down” the type of a property to the type of an
individual concept (and, as elements of the set K are also entities, to an individual). This reflects the
long-recognized double nature of bare NPs as referring expressions, as in Gold is a metal, and
predicates, as in This ring is gold (cf. ter Meulen (1980)).

Chierchia exploits the fact that properties whose extensions do not have a greatest
individual cannot be mapped to a kind. In particular, singular properties like boG cannot be
associated with a kind by the down operator, as in worlds w in which there is more than one dog,
1DOG(W) is not defined, cf. (28.a). In contrast, cumulative properties, like DOGS, can be associated
with a kind, cf. (28.b).

(28) a. "DoG = Aw[iDOG(W)], undefined if there are worlds with two dogs.
b. "DoGs = Aw[iDoGS(W)], if Aw[iDoGs(W)] € K

There is a problem with this approach: Chierchia must allow for kinds that have no specimens in
certain possible worlds for several reasons, for example, to treat extinct kinds. Hence he must allow
for kinds to be partial individual concepts that are not defined for certain possible worlds; e.g. the
kind Aw[iDobo(w)] is not defined for our world/time w. But then individual concepts like (28.a)
look much more natural: They pick out, for every world that has exactly one dog, this dog. And it is
unclear why the property of cumulativity should play a crucial role in determining which kind
exists and which kind does not.

The down operator has as its inverse the up operator ~, which maps a kind individual to the
property of being a part of that individual:

(29)  Ifk is a kind individual, then “k = AWAX[x < k(w)]

This gives us the property of being a specimen of the kind k, similar to Carlson’s R relation. It
includes atomic individuals and sum individuals. If d is the kind canis (that is, the kind of dogs),
then “d is the property that identifies, for each possible world, the atomic dogs and the sum
individuals of dogs in this world. Notice that “d, = “"'poas, differs from poGs: While boGs only
applies to sum individuals of dogs, ~d in addition applies to atomic dogs. For mass nouns, like
FURNITURE, we have “"'FURNITURE = FUNRNITURE, if "FURNITURE is a kind (an element of K).

3.2 Type shifting of denotations and types of kind predications

In order to explain the various forms of NPs used for kind reference in English and a variety of
other languages, Chierchia assumes certain type shift operations. For NP denotations, Partee (1987)
proposed a number of type shift rules between the recognized NP types of entity, predicate, and
quantifier, like the type shift 3 that maps a predicate to a quantifier, the type shift « that maps a
predicate to an individual, or the type shift BE that maps an indefinite quantifier to a predicate.
Intensional versions of these shifts are given in (30.a,b,c).
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(30) a = P = AWAP3IX[P(W)(X) A P(X)]
b. u AWAY[y<x] = Aw[x] (undefined for other predicates)
c. BE: AwAP3Ix[P(w)(x) A P(X)] = P,

or more generally, Q = AWAXVP[Q(W)(P) — P(X)]

Type shifts can be indicated by overt determiners. In English, the indefinite determiner a indicates
3, and the definite determiner the indicates 1. But type shift can also happen without overt marking,
if the linguistic context requires it, by coercion. Coercion is constrained by a blocking principle
that says that if a language has overt means to express a type shift, then they have to be used. This
explains some of the variation that we find in the structure of the NP (or DP) in different languages:
In English, 3 and 1 cannot apply freely because of the presence of a and the; however, 3 can apply
with plurals and mass nouns, which do not combine with a. Italian also has a plural indefinite
determiner, the partitive article dei, as in dei cani ‘dogs’, hence 3 cannot apply freely with plurals
either. Slavic languages don’t have any articles, hence 3 and 1 can apply freely. In a language that
has only one type of article, like Hebrew, which only has a definite article, this article has to be
used to express the corresponding type shift, whereas the other type shift is free.

Chierchia’s operators can also be seen as type shifters: ~ maps kind individuals to
properties, cf. (31.a), and " maps those properties that correspond to kinds to their kind individual,
cf. (31.b). As far as we know, there is no language that has specialized determiners for these type
shifters, hence they are not restricted by the blocking principle, and can always apply freely.

(Bl) a i k= awax[x<k(w)], if keK, else undefined.
b. ™ P = Aw[iP(W)], if AW[1P(W)] €K, else undefined.

In addition to the presence or absence of overt determiners, languages also differ in the way how
arguments of verbal predicates can be filled, and how nominals can be interpreted. Chierchia
captures this with two binary features: NP[targ] relates to the variation whether nouns can or
cannot be arguments (that is, refer to entities), and NP[£pred] to the variation whether nouns can
or cannot be predicates. For example, in Chinese nouns denote kind entities and hence can be
arguments, but they cannot directly be predicates; in Romance the situation is reversed; and in
English mass nouns denote kind entities whereas bare plurals basically denote predicates. This
feature system strikes me as something that should be eliminated if we can capture its intended
effects by type shifts, overt articles and the blocking principle.

Let us now discuss various types of predications within Chierchia’s theory, for English. We
start with regular kind predications that involve predicates that select for kinds. Chierchia
assumes that mass nouns directly refer to kinds, hence no shift is necessary, cf. (32.a). Count nouns
basically denote predicates, but they can refer to kinds by free type shift with the down operator,
which requires a plural form, cf. (32.b,c). Recall that kind individuals are individual concepts that
are also atomic individuals, hence they can fill the argument slots of predicates.

(32) a. Goldisametal. AW[METAL(W)(AUREUM)]
b. Dodos are extinct.  AW[EXTINCT(W)("DODOS)]
c. *Dodo is extinct. *AW[EXTINCT(W)("'DODO), as "'DoDo is undefined.

Characterizing statements need a restrictor for their quantificational operator. It can be provided
by kind-denoting NPs if they are shifted to their corresponding property by the up operator “.
Chierchia assumes analyses like (33.a) for mass nouns and (33.b) for count nouns; notice that the
bare plural is shifted back to the property use.

(33) a. Goldis shiny. AW[GEN(W)(AUREUM)(IS_SHINY)]
b. Lions have amane. AW[GEN(W)(~"'LIONS)(HAVE_A_ MANE)]

By this analysis, the kind-referring analysis of bare NPs is made compatible with the view that
characterizing statements have a quantificational structure. But there are is a problem that |1 would
like to point out: It is not clear what prevents simpler derivations like (34.a) for sentences with bare
plurals. And if this is possible, we cannot prevent the derivation of sentences with bare singular
count nouns, like (34.b)
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(34) a. Lions have a mane. AW[GEN(W)(LIONS)(HAVE_A MANE)]
b. *Lion has a mane. AW[GEN(W)(LION)(HAVE_A MANE)]

3.3 Derived Kind Predications

Let us now consider NPs in non-generic sentences. Chierchia follows Carlson in assuming that bare
NPs in such sentences, at least at some stage in the derivation, denote kinds. In contrast to Carlson’s
original theory, the introduction of specimens is not accomplished by an existential quantifier
inherent in the meaning of the verbal predicate, but by the derived kind predication rule (the DKP
rule, in short), cf. (35). An episodic sentence with a bare plural NP is interpreted as in (36).

(35) DKEP rule: If the verbal predicate P applies to objects, and k denotes a kind,
then AW[P(wW)(K)] < Aw3x[“k(w)(x) A P(w)(x)]

(36) a. Dogs are barking.
b. *AwW[BARKING(W)("'D0GS)], due to sortal mismatch.
c. By DKP rule: Aw3x[~"'DoGs(W)(X) A BARKING(W)(X)]
= AW3X[X < 1DOGS(W) A BARKING(W)(X)]

By the DKP rule bare NPs have narrow scope, if we assume that it is triggered as late as possible in
the derivation — that is, when an argument position of a predicate that selects for an object is to be
filled with a kind. Consider (37), with a logical form in which dogs is LF-moved, thus suggesting a
wide-scope interpretation, as in (37.a), where | use conventions of Heim & Kratzer (1998). In the
interpretation, cf. (37.b), the basic meaning of the subject, bocs, will be shifted to "DoGs, in order
to satisfy the type requirements of the verbal predicate. After applying Ax[—[SEE(w)(X)(9)]] to it, we
get the representation in (37.c). This is the point where the sortal conflict between the requirement
of the predicate and the nature of the argument matters. The DKP rule for the object position will
apply, resulting in the meaning (37.d), which is equivalent to (37.e).

(37) John didn’t see dogs.
a. LF: [dogs A1[John didn’t see t3]]
b. interpretation: AW[AX[—[SEE(W)(X)(3JOHN)]]("'DOGS)]
(after type shift boGs = "'DOGS, to satisfy type requirement)
c. after application: Aw—[SEE(W)("'DOGS)(JOHN)]
d. after DKP: Aw—3x[""'DoGS(W)(X) A SEE(W)(X)(JOHN)]
e. = Aw—3IX[[DoG(w)(x) v DOPS(W)(X)] A SEE(W)(X)(JOHN)]

Contrast this with indefinite singulars like a dog. The logical form in which a dog is moved over
negation, cf. (38.a), will result in an interpretation in which the indefinite has wide scope, cf.
(38.b,c).

(38) Johndidn’t see a dog.
a. LF:[adog Al[John didn’t see t;]]
b. interpretation: AW[AP3X[DOG(W)(X) A P(X)](AX[=[SEE(W)(X)()])]
c. after application: = Aw3x[DoG(w)(X) A —[SEE(W)(X)(9)]]

The DKP rule is problematic on two counts: First, it is not couched in the general format of
Chierchia’s account, which makes heavy use of type shifts. This can be remedied; the semantic
changes involved in it are as follows:

(39) DOG = DOGS = "'DOGS = “"'poGs = 37"'DOGS
pluralization type requirement DKP-rule  DKP-rule

But now the second problem appears: The type shifts involved in derived kind predications are
overly complex, and it is difficult to see how they can be motivated by general principles of type
shifting. The first shift in (39) is explicitly triggered by pluralization. The second shift, to "DoGs, is
not immediately motivated, because the resulting structure, BARKING(W)("'D0GS), could not be
interpreted due to a sortal conflict: The predicate BARKING(wW) expects an ordinary object, not a
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kind. Hence "DoGs has to be modified by the DKP rule, which combines two txpe shifts: The first
one, to ¥"'DoGs, also does not lead to an interpretable structure, as BARKING(W) (™ 'D0OGS) is still not
well-formed. Only after shifting the property “"'DoGs to a quantifier by 3 do we get a well-formed
representation, Aw[[3~"'DoGs](w)(BARKING)]. The problem is that the second and third shift in (39)
are not locally triggered: they are neither enforced by an overt operator, nor do they lead to an
interpretable structure.

We may perhaps entertain type-shift systems in which type shifts do not have to lead to
locally interpretable structures, provided that the overall result is interpretable. Still, we would like
to assume that in general, simpler shifts are preferred over more complex ones. Now, there is a
considerably simpler sequence of type shifts that in addition leads to locally interpretable structures,
and can account for the reading of sentences like Dogs are barking. It is given in (40).

(40) DOG = DOGS = JDOGS
pluralization type requirement

Consider (41) as an example. As before, the straight interpretation (41.a) does not work out, this
time due to a type clash: The verbal predicate expects an entity, but DoGs(w) is a set. The remedy is
to shift the meaning of DOGs to a quantifier, using 3, which has the consequence that the verbal
predicate will become an argument, cf. (41.b). This is an interpretable structure, and can be
simplified to (41.d).

(41) Dogs are barking.
a. *AW[BE_BARKING(W)(D0OGS(w))] , due to type clash.
b. Aw[[3(D0GS)](W)(BE_BARKING(W))], after type shift DOGS = IDOGS
c. = AW[AP'IX[DOGS(W)(X) A P'(X)](BARKING(W))]
d. =Aw3x[DOGS(W)(X) A BARKING(W)]

Chierchia is aware of the possible derivation (41), but he considers the DKP derivation (36)
preferable because the shift by the down operator, ', which is responsible for the detour that this
derivation takes, is more meaning preserving that the existential shift by 3. The reason is that 3
adds existential import; it claims the existence of an entity of a particular type. But notice that a
derivation like (36) requires existential import at the end of the day anyway, by the DKP rule.

Chierchia assumes that the type shifts sequence (40) applies in cases in which a nominal
predicate does not correspond to a kind like parts of that machine or persons in this building, cases
already identified by Carlson (1977). In contrast to nouns that correspond to kinds, we find wide-
scope readings of bare NPs in such cases. Section 4.2 will present another explaination of the
behavior of such NPs.

3.4 Singular definite kind terms

Chierchia also offers an interesting proposal for singular definite kind terms as in the dodo is
extinct, partly following Dayal (1992), cf. also Dayal (2002). Definite generic NPs refer to
singular kinds that pick out, for each world, a group individual, a special type of atomic
individual. Group individuals were proposed by Link (1983) and Landman (1989) as the referents
of collective NPs like the Jones family that are distinct from sum individuals, like the individuals
picked out by the members of the Jones family. Even though group individuals are related to
members, they are atomic, as argued for in Barker (1992). In particular, collective NPs do not allow
predicates that explicitly refer to the number of its members, in contrast to sum individuals, cf. (42).
They share this property with singular kind NPs, in contrast to regular kind NPs, cf. (43), as
observed in Kleiber (1989).

(42) a. *The Jones family is numerous.
b. The members of the Jones family are numerous.

(43) a. *The tiger is numerous. b. Tigers are numerous.
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Chierchia proposes a “massification” operator MASS that applies to the meaning of singular count
nouns, like DOG, so that MASS(DoG(w)) refers to atomic dogs and sum individuals of dogs in w.
There is also a group-formation operator g that maps plural individuals to atomic groups that have
the atomic parts of the plural individual as their members. The meaning of definite generic the
dodo is illustrated in (44).

(44)  [the dodo] = Aw[g(tMASS(DoDO(W))]

We now can account for differences with numerous predications. (45.a) says that the sum individual
of all dodos in the world w has the property of being numerous in w, which is fine. (45.b) says that
the group individual representing all dodos in the world w is numerous in w, which is not good, as
this individual is an atom.

(45) a. Dodos are numerous. = Aw[Num(w)("DoDOoS(W))
= Aw[NumM(w)(1[pobos(w)])]
b. *The dodo is numerous. = Aw[Num(w)(Aw'[g(tMASS(Dobo(W"))](w)]
= AwW[NuUM(w)(g(tMASS(Dobo(w'))))]

We have already seen that singular kinds can also be the object of regular kind predications, as in
example (46.a), which now is analyzed as in (46.b).

(46) a. Thedodo isextinct. b. Aw[EXTINCT(W)(AW[g(tMASS(Dopo(W)))])]

For this analysis to work, we must assume that not only regular kinds, like "Dopos, are elements of
the subset K of atomic individuals, but also singular kinds like Aw[g(tMASS(pobo(w)))]. This
proliferation of kind individuals should be avoided if we just consider regular kind predications (but
see Dayal 2002 for other uses).

If this analysis is couched in a type-shift framework, it is unclear what could trigger the shift
to the required meaning for expressions like the dodo. If the basic meaning of the dodo is 1boDO,
then a shift to the meaning Aw[g(tMASS(popo(w)))] would be fairly complex due to the presence
of the MASS operator. An alternative is that the definite article the, in addition to its ordinary
meaning 1, also has a meaning v* = AWAP[g(tMASS(P))] that, when applied to a singular count
noun like dodo yields the requwed meaning that denotes a smgular kind. But then we should expect
that some Ianguages lexicalize 1*, yet a generic definite article has not been found.

Consider now singular definite kind-referring NPs in characterizing statements, which are
analyzed by assuming that the restrictor of the quantifier is specified by the members of the group
denoted by the NP, as in (47). Here, < is the membership relation. The sentence says that
generally, members of the group that corresponds to the sum of dodos have a black beak.

(47)  The dodo has a black beak.
AW[GEN(W)(AWAX[X <m g(tMASS(DOG(W)))])(HAS_A BLACK_BEAK)]

In a type-shift framework, the mtroductlon of members should be enforced by a general type shifter
™ that is like the up operator “, except that it makes use of the member relation <, instead of the
part relation <.

(48) “™Ms = AWAX[X < s(W)], if s is a singular kind, else undefined.

It is unclear, however, how the restrictions for definite generic NPs in characterizing statements
should be accounted for, which were illustrated in (1.b) and (4.a). It appears that we have to
distinguish between two types of characterizing statements: Those that make inductive
generalizations, and those that express rules or regulations, including definitions, cf. Carlson
(1995), Cohen (2002). While indefinite singular NPs and probably also bare singular NPs occur in
either type, definite generic NPs do not occur in the rule or regulation type:

(49) a. A gentleman opens doors for ladies.
b. Gentlemen open doors for ladies.
c. *The gentleman opens doors for ladies.
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Consider now episodic sentences like (50). There are two interpretations that are theoretically
possible: (50.a), saying that the group individual representing all the dogs in w is barking in w. Or
(50.b): The original representation (i) is not interpretable, but a rule similar to the DKP rule, using
the type shift ¥ and 3, cf. (ii), leads to an (iii) which is true in w if one or more dogs in w are
barking in w.

(50) The dog is barking outside.
a. AW[BARKING(W)(AW'[g(tMASS(DoG(W")))](W))]
= AW[BARKING(W)(g(tMASS(D0G(W))))]
b. i. *AW[BARKING(W)(AW'[g(tMASS(DoG(W")))])]
i, AW[I[""AW [g(tMASS(DoG(W')))]](W)(BARKING(W))]
ii. = Aw3aX[X <m g(LMASS(DOG(W)) A BARKING(W)(X)]

Interpretation (50.a) is certainly not natural to express that all the dogs are barking, perhaps because
there are simpler ways to express this. But this type of interpretation might be suitable to express
certain kind predications discussed in Krifka et. al. (1995). It is what is required for collective
predications as in The American customer bought 74.000 BMWs last year. It is also plausible for
avantgarde interpretations as in The rat reached Australia in 1770, as we can attribute important
properties of group members to the group, cf. The Rothschild family established a banking house in
Paris in 1812. Interpretation (50.b) is impossible altogether, thus posing a problem for this
approach.

4. Elements of a revised theory for bare NPs

Let me now discuss an alternative to Chierchia (1998) that overcomes many of the problems
mentioned above, while remaining quite close in spirit to this work. In particular, it will work with
the assumption that NP denotations can be type shifted, and that free type shifts are blocked by the
existence of overt determiners.

In the following, I will pay closer attention to the compositional derivation of expressions.
Binary branching constituents [o ] are interpreted as follows:

(51) [l BI]
a. = Aw[{[a](w), [B](W)}]
b. = Aw[[a](wW)([B](W))] or AW[[B](W)([o](W))], whatever well formed.

c. ifbfails: = Aw[{TS([a])(w), [BI(W)}] or Aw[{[a](w), TS([B])(W)}],

where TS is a suitable type shift operation.

(51.a) says that the resulting meaning is always an intension, a function from possible worlds w,
which is a function of the extensions of the constituents o and . This is like in Montague (1973),
except that quantification over possible worlds is explicit. The set denotation employed here
indicates that it is still undetermined how these meanings are to be combined. (51.b) states that
either the extension of a is to be applied to the extension of B, or vice versa. If this fails, (51.c) says
that things can be rescued by a suitable type shift operation on one of the meanings of the
subconstituents. The set of type shifters should include Partee’s and Chierchia’s operators.

4.1 The nature of count nouns and plural marking

Recall how Chierchia’s theory explains the ungrammaticality of *Dog is barking. The meaning of
dog is a property, and properties cannot fill the argument slots of verbal predicates due to a type
mismatch. This mismatch cannot be resolved by the down operator ', as this requires a cumulative
property. It cannot be resolved by 3 or 1 either, as these shifts are blocked by the overt determiners
a and the. In languages that lack articles, as in Slavic languages, type shifts by 3 and 1 are possible;
also in languages like Chinese, in which nouns basically denote kinds.

The problems with this account have been discussed in section 3.3 on the DKP rule above.
There is a quite different line of explanation that has been proposed in Krifka (1989), and in
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Krifka (1995), a comparison between English and Chinese. The basic idea is that count nouns have
a number argument that can be specified by a number word; mass nouns lack such an argument.
This idea is exemplified in (52.a,b). A formula like boc(w)(n)(x) says that in the world w, the
individual x consists of n dogs.

(52) a. [dog] = AwAnAx[DoG(w)(n)(X)], = DOG, type (s,(n,{e,t)))
b. [gold] = AwAx[GoLD(w)(X)], = GOLD, type (s,{e,t))

More specifically, count nouns denote extensive measure functions, like gallon or mile: They
relate a given entity to maximally one number, cf. (53.a), and they are additive, cf. (53.b),
illustrated for dog. Additivity requires that if x is a sum individual consisting of n dogs andyisa
sum individual consisting of m dogs, and x and y do not overlap, then the sum x®y is a sum
individual consisting of n+m dogs.

(53) a. If boG(w)(n)(x) and boG(w)(m)(x), then n=m.
b. If DoG(w)(n)(x), boGg(w)(m)(y) and X, y do not overlap,—3z[z<x A zy]),
then DOG(W)(n+m)(x®y).

The number arguments can be filled by number words, as in (54.a,b):

(54) a. [onedog] b. [two dogs]
= Aw([[dog](w)([one](w))] = Aw[[dog](w)([two](w))]
= AW[AnAX[DOG(W)(n)(X)](1)] = AW[AnAX[DoG(W)(n)(X)](2)]
= AWAX[DOG(W)(1)(X)] = AWAX[DOG(W)(2)(X)]

The difference in the grammatical number of the noun is a matter of syntactic agreement with the
number word. Evidence for this comes from two facts. First, decimal fractions always trigger plural
agreement, even for the number word one point zero, which presumably has the same meaning as
one, as 1.0 = 1 is a mathematical fact. (There are differences in admitted vagueness, cf. Krifka
(2002)).

(55) American households have, on average,
zero point seven {cats / *cat} and one point zero {dogs / *dog}.

Secondly, there are many languages that have distinct plural forms for count nouns but lack
agreement with number words. See (56) for Hungarian examples.

(56) a. egykutya b. kétkutya c. kutydk d. akutya e. akutyak
one dog two dog dog.pPL the dog the dog.pPL
‘one dog’ ‘two dogs’ ‘dogs’ ‘the dog’ ‘the dogs’

NPs consisting of count nouns with a specified number argument denote predicates that are
quantized. That is, if the NP seven cats refers to an entity x, then it cannot apply to proper parts of
X, or to individuals that have x as a proper part. This follows from the fact that count nouns express
measure functions. With mass nouns, quantized predicates can be built with explicit measure
functions, such as gallon:

(57)  [three gallons of milk]
= AwAx][[three gallons](w)(x) A [milk](w)(x)]
= AWAX[GALLON(W)(3)(X) A MILK(W)(X)]

Classifier languages, like Chinese, don’t have count nouns and rely on measure constructions for
expressing quantization in general. The classifier is a measure function that may be interpreted
either as a measure of the number of atoms of an entity, cf. (58.a), or as a measure function that is
characteristic for the meaning of the head noun, called a “Natural Unit” (NU) in Krifka (1995), cf.
(58.b).
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(58) san benshu ‘three cL book’
a. AWAX[ATOM(W)(3)(X) A BOOK(W)(X)]
b. AWAX[[NU(BOOK)](W)(3)(X) A BOOK(W)(X)]

The difference between count noun constructions like three books, and classifier constructions like
san ben shu, then is the following: In count noun constructions, the unit of measurement is part of
the lexical meaning of the noun; in classifier constructions, the unit of measurement is expressed by
a separate lexical element.

In addition to the agreement plural which shows up in forms like two dogs, English also has
a semantic plural that is responsible for bare plural NPs. This is the plural we also find in
Hungarian. As the number argument is not filled overtly, plural morphology does the job, creating a
property. This number argument can either be specified as greater than 1, cf. (59.a), or be left
unspecified, as in (59.b).

(59)  [dog-s] = Aw[[-s](w)([dog](w))]
a. = AW[ARAXIn>1[R(N)(X)](DOG(W))], = AwAx3In>1[DoG(W)(n)(X)]
b. =AwW[ARAXIN[R(N)(X)](DOG(W))], = AwAxIn[DOG(W)(n)(X)]

There is ample evidence that the latter version is right. For example, a question like Do you have
dogs? can be answered by Yes, one, but not by No, only one. This contrasts with questions like Do
you have more than one dog?, which can be answered by No, only one. Also, notice that John
doesn’t have dogs is false if John has one dog; again, John doesn’t have more than one dog is true
in this situation. Also, If Mary has cats, then John cannot stay with her, as he is allergic entails that
even if Mary just has one cat, John cannot stay with her, in contrast to If Mary has more than one
cat, John cannot stay with her. True, a person that points to one dog and says See, there are dogs!
would have expressed something that is true. However, the oddness of this statement can be traced
back to the fact that there is a more specific expression, and one that is about equally complex,
namely a dog.

Other languages may have, in addition to the semantic plural in (59), a semantic singular
that specifies the number argument of the NP with the number 1. For example, in Slavic languages
like Czech we find bare singulars and bare plurals, cf. (60.a,b). I assume that these languages have a
singular operator sG, cf. (61), where sG operates on the noun stem ps, resulting in the singular form
pes.

(60) a. Stekal pes. b. Sekal-i psi.
barked dog barked-pL dogs
‘A dog was barking.’ ‘Dogs were barking.’

(61)  [pes] = [ps-sG] = Aw[[sG](w)([ps](w))]
= AW[ARAX[R(1)(X)](DOG(W))], = AWAX[DOG(W)(1)(X)]

Following the observation of Dayal (2002) cited in (19), there might be additional meaning
components that come with bare singulars, in particular uniqueness presuppositions with respect to
a given situation. This would not be too surprising, as bare singulars are semantically more specific
than bare plurals. Condoravdi (1992) has pointed out a similar effect with certain uses of bare
plurals as in (62), where students refers to the students of the campus.

(62) A serial killer haunted the campus. Students were aware of the danger.

Such additional meaning components arise when the bare NP is in topic position, cf. section 4.4 for
the relevance of information structure.

Let me summarize this section. Under the theory developed here, singular count nouns like
dog differ in semantic type from plural count nouns like dogs, mass nouns like milk, or nouns with
explicit number words like one dog or two dogs: Singular count nouns are functions from numbers
to predicates, the other expressions are predicates. This explains the puzzle we set out with, why
singular count nouns cannot occur as arguments. Singular count nouns are not of the proper type,
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the type of predicates. No recourse to a restriction of kind formation to cumulative properties is
necessary.

4.2 The articles, and an explanation of narrow-scope phenomena

Let us turn to the treatment of the articles. The definite article the can be combined with singular
count nouns, as in the dog, with mass nouns, as in the milk, with plural nouns, as in the dogs, and
with nouns whose number argument is filled by a number word, as in the three dogs. As the type of
singular count nouns differs from the rest, we assume two versions of the definite article: One that
combines with predicates, cf. (63), and another one that combines with number relations, cf. (64).

(63) a. [the] = AWAP[P]
b. [the dogs] = Aw[[the](w)([dogs](w))]
= AW[AP[1P](Ax3n[DoG(W)(n)(X)]]
= Aw[uxx3n[poG(w)(n)(x)]]
c. [the [three dogs]] = Aw[i[DOG(W)(3)]]
(64) a. [the] = AWAR[1R(1)]
b. [the dog] = Aw[[the](w)([dog](w))]
= AW[AR[1R(1)](DOG(W))]
= Aw[ux[poG(w)(1)]]

(63.b) is defined for worlds in which there are dogs, (63.c) is defined for worlds in which there are
exactly three dogs, and (64.b) is defined for wolds in which there is exactly one dog. A unified
analysis of the definite article may be possible if we assume that in cases the number word is not
specified, the argument slot is filled by 1. There is independent evidence for such a default rule:
Cheng & Sybesma (1999) report that in Cantonese, the lack of specification of a number word in a
classifier construction is interpreted by 1. | leave it for future research to investigate this option. —
As an example for the derivation of a sentence meaning, consider (65); it maps worlds w to truth if
the single dog in w is barking in w, to falsity if the single dog in w is not barking in w, and is
undefined if there is no dog or more than one dog.

(65)  [[[the dog] [is barking]]]
= Aw[[is barking](w)([the dog](w))]
= AW[BE_BARKING(W)(1AX[DOG(W)(1)])]

As for the indefinite article a, the simplest analysis might be that it is a variant of the number word
one, meaning ‘1’. After all, indefinite articles generally develop from the number word ‘one’, and
often still are homophonous with it. The only difference is that one, as a number word, is
pragmatically related to alternative number words, which can lead to scalar implicatures, whereas a,
as an article, is pragmatically related to the definite article. This leads to different kinds of
implicatures: John saw one dog implicates that John didn’t see more than one, and John saw a dog
implicates that the dog is not unique or salient.

However, a differs in another respect from number words: Whereas constructions like the
one dog are fine, *the a dog isn’t. While we can attribute this to an incompatibility of the
implicatures of the and a, we also can rule it out syntactically, by saying that the and a occupy the
same syntactic slot, which is different from the one that number words occupy in constructions like
the one dog. Following the DP analysis of nominal expressions, as initiated by Abney (1987), we
assume syntactic structures like (66):

(66) a. [op the [ne one [ dog]]] d. [or the [ne _ [y dog]]]
. [or the [ two [y dogs]]] e. [opa[ne _[ndog]]]
C. [orthe [np [n milk]]]

Articles, and other true quantifiers like every, all, most and no, form the head of the DP, whereas
number words are specifiers of count nouns. They are licensed there because they fill the number
slot. Singular determiners like singular the, the indefinite article a, but also quantifiers like every or
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singular no, do double duty: they contribute their quantifier or determiner meaning and satisfy the
number argument of the count noun by 1. In particular, the meaning of the indefinite article can be
given as in (67); see (68) for an example derivation of a sentence.

(67) a. [a] = AWARAPIX[R(1)(X) A P(X)]
b. [adog]= kW[[a](W)([OIo IwW))]
W[ARAPIX[R(1)(X) A P(X)](DOG(W))]
= AWAP3IX[DOG(W)(1)(X) A P(X)]

(68)  [[[ora dog] [is barking]]]
= Aw[[a dog](w)([is barking](w))]
= AW[AP3IX[DOG(W)(1)(X) A P(X)](BE_BARKING(W))]
= AwW3X[DOG(W)(1)(X) A BE_BARKING(W)]

This theory implies a meaningful relation between syntactic categories and semantic types: DPs
have meanings that can directly be combined by functional application with verbal predicates; they
are either referring expressions or quantifiers. And NPs are predicates that cannot directly be
combined with verbal predicates.

Let us now turn to bare NPs, as in Dogs are barking. We have a type mismatch that has to
be resolved. Type shift by 3 allows for the following derivation:

(69) [[[ne dogs] [are barking]]]
a. = Aw[{[dogs](w), [be barking](w)}], functional application impossible
b. Type shift: [dogs] = 3[dogs], = AWAPAX[[dogs](w)(X) A P(X)]
c. = Aw[3[dogs](w)([be barking](w))]
d. =2Aw3x[3In[DoG(W)(n)(X)] A BE_BARKING(W)]

We would have arrived at a similar result with a non-overt determiner with the meaning of the type
shifter 3. However, if we follow Chierchia and assume that type shifting occurs as late, or as
locally, as possible, only when the mismatch between the NP and the verbal predicate becomes
apparent, type shifting predicts that bare NPs have narrow scope. To see this, consider the example
dogs aren’t barking, in which dogs is moved over negation. | assume that x; is a type-neutral
variable.

(70) [[dogs Al[aren’t [t; barking]]]]
a. =Aw[[Al[aren’tt; barklng]](l (l[do gsj(w))]
= AMW[Ay1[[aren’ tt} barklng] “(w)([dogs](w))]
= aw[Ay1[[aren’t]™ (1 (1[t barkmgl‘l__:x (W))]([dogs](w))]
= Ay [Ap[-p]({[ta]"~*, [barking]"~*(w)})([dogs](w))]
= A [Ap[=p] ({71, BE_BARKING(W)})([dogs](w))] _
=AW Xp[ﬁp]({[dogs](w) BE_BARKING(W)})], application impossible

type shift by 3: Aw[Ap[—p]({[3[dogs](w), BE_BARKING(W)})]

= MW[AP[—p](APAX[[dogs](wW)(X) A P(X)](BE_BARKING(W)))]

= MW[AP[—p](APAX[In[DOG(W)(N)(X)] A P(X)](BE_BARKING(W)))]
= MW[AP[—p](3X[In[DOG(W)(N)(X)]A BE_BARKING(W)]])]

= AW[—=3X[In[DOG(W)(n)(X)]A BE_BARKING(W)]]

Ao SQoo o0 o

In (70.a-f), the expressions are interpreted in the usual compositional fashion. For (d), notice that
the meaning of traces are generally not world-dependent, and the meaning of lexical constants are
not dependent on variable assignments. After applying the meaning of Al[aren’t t; barking] to
[dogs](w), we have to compute the meaning of {[dogs](w), BE_BARKING(wW)}. The type mismatch
can be resolved by type shift of [dogs] using 3, cf. (70.9), which finally leads us to the
representation (70.k), in which negation has wide scope over the existential quantifier.

It is important for this derivation that type shifts occur locally. For this the variable
representing the subject trace must not be typed. This predicts that with quantificational subjects, as
in A dog isn’t barking, we have two possible readings, as illustrated in (71). If the variable is of the
type of entities, we arrive at the representation (71.c.i), in which the quantifier scopes over
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negation. If the variable is of the type of quantifier, we get the representation (71.c.ii), in which the
quantifier is reconstructed in the position of the subject, and negation scopes over the quantifier.

(71) a. [[[adog] A1[isn’t [t barking]]]]
b. =Aw[{[a dog](w), [A1[isn’t [ty barking]]]}]
c. = AwW[{APIX[DOG(W)(1)(X) A P(X)], Aya[=[{[t]* ", BARKING(W)}]}]
I. take y1 as a variable for entities, x;:
AW[APIX[DOG(W)(1)(X) A P(X)](AX1[—[BARKING(W)(X1)])]
= AW3IX[DOG(W)(1)(X) A —[BARKING(W)(X)]]
ii. take y1 as a variable for quantifiers, Qu:
AW[AQ1[=[Q1(BARKING(W))]](APIX[DOG(W)(1)(X) A P(X)])]
= AW[=[AP3X[DOG(W)(1)(X) A P(X)](BARKING(W))]]
= AW[—3IX[DOG(W)(1)(X) A BARKING(W)]]

We may assume that in general, lower-type variables are preferred, which would predict the
preference for the wide-scope interpretation of the quantifier.

Instead of the type shift by 3, we could also assume a type shift of the verbal predicate to
make it applicable to a nominal predicate, like BE_BARKING = AWAP3IX[BE_BARKING(W) A P(X)], as
proposed by van Geenhoven (1998). The predictions would be exactly the same as with local type
shift of nominals by 3.

Our strategy of interpreting bare NPs could also be applied to indefinite NPs with number
words, such as two dogs, as they have the same semantic type as bare NPs like dogs. This would
predict a narrow-scope interpretation of such NPs. However, we do find a wide-scope interpretation
for sentences like Two dogs aren’t barking, which is even the preferred reading. This means that
NPs like two dogs cannot get their interpretation by type shifting. Rather, we should assume that
number words can also be interpreted like determiners, with existential force, as in (72). The
derivation of sentences like (73) is exactly parallel to (68).

(72) a. [[otwo]] AWARAPIX[R(2)(X) A P(X)]

b. [[or [o two] [ne _ [~ dogs]]]] = Aw[[two](w)([dogs](w))]
AW[ARAPIX[R(2)(X) A P(X)](DOG(W))]
= AWAP3X[DOG(W)(2)(X) A P(X)]

(73)  [lloe [o two] [ne _ [n dogs]]] [are barking]]]
= AwW3IX[DOG(W)(1)(X) A BE_BARKING(W)]

Analyzed in this way, we predict that wide-scope interpretations of expressions like two dogs are
possible. The fact that they are preferably interpreted with wide scope can be taken to indicate that
they have to be interpreted as DPs, and not as NPs, if possible. The general reason for this is that
the DP interpretation avoids the otherwise necessary type shift.

The type-shift account for bare plurals, in either the version developed here or in
Chierchia’s original version, appears problematic because there is an indefinite plural and mass
noun determiner, some, as in some dogs or some milk. Why doesn’t some block the application of
the type shifter 3? Following the logic of the blocking principle, some must express more than just
existential quantification. Possible differences are that some (and perhaps indefinite determiners in
general) introduce discourse referents (Arik Cohen, pers. comm.), or that some introduces a choice
function, thus allowing for wide scope interpretations (cf. Chierchia (1999), also von Heusinger
(1997), Reinhart (1997), Winter (1997)). Example (74) shows that, even under a narrow-scope
interpretation of the subject DP, we get a wide-scope interpretation if the choice function f, which
maps a predicate P to an entity that P applies to, is existentially bound with wide scope.

(74)  [[or Some [np [N dogs]]] aren’t barking].
AW3 f[[BE_BARKING(W)(f(Ax3In[DoG(W)(n)(X)]))]1]

We can apply similar reasoning to the case of Brazilian Portuguese (cf. Schmitt and Munn (1999),
which has bare singular indefinites in addition to an indefinite article. Bare singulars have narrow
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scope, which argues that they undergo existential type shifting, whereas indefinite article induces
wide scope readings, which is evidence that they are interpreted by choice functions.

Evidence for the forced choice-function interpretation comes from the fact, observed in
Kratzer (1998), that indefinite NPs with the determiner some do not allow for characterizing
statements, cf. (75). The reason is that the choice function reduces the domain of the generic
operator to a singleton, which violates a restriction against quantification, cf. de Swart (1991).

(75) a. Some dog barks. b. Some dogs bark.

Wide-scope readings that cannot be captured by LF movement due to island violations also occur
with other indefinite NPs, such as a dog or two dogs, cf. Abusch (1993). They hardly occur with
bare NPs. We can take this as evidence that the choice function are bound to the presence of a
determiner, that is, to a DP.

Recall that Chierchia, following Carlson, observed wide-scope interpretations with some
bare NPs such as parts of that machine and persons in this building:

(76) a. Parts of that machine aren’t working.
b. The police is looking for persons in this building.

Chierchia argued that such NPs do not correspond to kinds, hence cannot use ' as a type shifter,
and instead use 3. In our current theory, 3 is the regular type shifter for bare NPs, and hence this
explanation does not work. But there is an alternative: Observe that these NPs refer to a finite,
typically fixed, set of entities. In such cases, the determiner some, which otherwise induces specific
interpretations in the context of opacity predicates, would receive a partitive interpretation, in
which it contrasts with other proportional quantifiers such as most and all. The sentence Some parts
of that machine aren’t working then implicates that not all parts of that machine aren’t working, and
the sentence the police is looking for some persons in this building implicates that the police isn’t
looking for all persons in this building. As some does not have the reading that normally
distinguishes it from bare NPs (say, the choice function interpretation), it doesn’t block possible
type shifts that would lead to such readings. We can assume that choice function readings can be
generated by type shifts, but are blocked by choice function some in cases like The police is looking
for drug dealers. We can furthermore assume that some has a preferred partitive reading in case the
head noun refers to a finite set, as in persons in this building. In this case, then, the type shift
leading to a choice function interpretation is not blocked by any overt determiner.

4.3 Kind-referring NPs and reflexive and control anaphora

Bare NPs can refer to kinds, cf. (8.a). We follow Chierchia for such cases and assume a type shift
by the down operator, ', now defined as in (77) as a partial individual concept that is defined for
those worlds w for which P has a greatest element.

(77)  "P =w[iP(w)]

Predicates like extinct have argument slots that require individual concepts, hence their arguments
do not have to be applied to a possible world. This is similar to the analysis of verbs like rise and
change in Montague (1973).

(78) [Dodos are extinct] = Aw[{[be extinct](w), [dodos]}]
by type shift: = Aw][[be extinct](w)("[dodos])]
= AW[BE_EXTINCT(W)(AW'[tAx3n[DoDo(W")(N)(X)]]]

The down operator as defined in (77) is not restricted to cumulative predicates; for example, "'[one
dog] is defined, and stands for an individual concept that maps every world that has exactly one dog
to that dog. There is no need for a converse operator - that maps kinds to instances. This is possible
because the down operator does less work in the current system: It is only used for true kind
predications.
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In addition to predicates that strictly apply to kinds, there are predicates that can apply to
kinds or to regular objects. Krifka et al. (1995) have identified several such uses, such as the
following:

(79) a. Rats reached Australia in 1770.
b. American customers bought 75,000 BMWs last year.

Assuming that predicates like reach or buy are not intensional like be extinct or invent, we have the
following interpretation:

(80) [Rats reached Australia in 1770]
= AW[REACH_AUSTRALIA_IN_1770(wW)("[rats](w))]
= AW[REACH_AUSTRALIA_IN_1770(W)(tAX3In[RAT(W)(n)(X)])]

This means, literally, that the sum individual consisting of all rats reached Australia in 1770. While
false in an inclusive sense, it is true in the sense that an important property of avantgarde specimens
is attributed to the sum of all rats. Notice that we can say The rats reached Australia in 1770 with a
similar interpretation.

Let us turn now to the argument of Rooth (1985) for the kind-referring analysis, the
observation that apparently non-generic bare NPs can bind kind-referring reflexives and control
PRO, cf. (17), (18). We can deal with such examples by assuming that bare NPs basically denote
properties, that reflexives or PRO can instantiate the same property as the antecedent, and that any
type shifts are triggered locally. Consider the following example:

(81) Martians; claimed [PRO; to be almost extinct].

a. = Aw[{[Martians](w), _
[claimed](w)([{[PRO]RCY~ Martiansl ) ralmost extinct](w)}])}]
b. =Aw[{[Martians](w),
[claimed](w)([{[Martians](w), [ almost extinct](w)}])}]
c. type mismatch (twice) with [Martians], requiring type shifts by 3 and “:
= Aw[{3[Martians](w),
[claimed](w)([{" [Martians](w), [almost extinct](w)}])i»]
d. =Aw[3[Martians](w)(CLAIMED(W)(ALMOST_EXTINCT(W)(" [Martians]))]
e. = AW[APIX[An[MARTIAN(W)(N)(X) A P(xl]
(cLAIMED(W)(ALMOST_EXTINCT(W)(" AwW'Ay3n[MARTIAN(W")(N)(Y)]))]
f. = 2Aw3x[In[MARTIAN(W)(n)(X) A

CLAIMED(W)(ALM_EXTINCT(W)(“AW'Ay3In[MARTIAN(W")(N)(Y)]))(X)]

In (81.a) Martians is interpreted as a property in subject position, and co-indexed with PRO. This is
spelled out in (b). Two type shifts are required, the first one shifting the subject to an existential
quantifier, the second one shifting PRO to a kind, cf. (c). This leads us to the correct interpretation:
There were some Martians x that claimed that the kind Martians are almost extinct. Examples like
(14), which imply a mixed object and kind reading, can be treated in a similar way.

4.4 The role of information structure

In cases like (79.a), a type shift by 3 would be possible as well. Not so for (79.b), which would
result in a completely different interpretation. Why does the type shift by 3 not happen here? |
would like to suggest, following Krifka et al. (1995) and Cohen & Erteschik-Shir (2002), that
information structure plays an important role. In order for type shift by the down operator to
occur, the nominal predicate must be a topic. The kind-referring readings of (79.a,b) require a
prosodic structure typical for topic-comment structures: There are two prosodic phrases, one on the
subject, one on the object. Kind-referring readings of bare NPs in object position are disfavored
because this is not a regular topic position; cf. *Shockley invented transistors. Also, in languages
with pragmatically determined word order, bare NP subjects are often interpreted as kind-referring
when pre-verbal, and as existential when post-verbal, again an effect that can be ascribed to
topichood (cf. Doron 2003 for Hebrew, Hindi and Brazilian Portuguese).
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Appealing to information structure also helps to explain the observation by Carlson that the
nature of the verbal predicate can decide whether a bare NP is interpreted generically or as
involving specimens (cf. the first argument in section 2.1). He appealed to a distinction between
individual-level and stage-level predicates, which, in other frameworks, corresponds to a distinction
between episodic predicates with a situation argument, and stative predicates without it (cf. Kratzer
(1995)). As a general rule of discourse coherence, every sentence must have a topic. The situation
argument can satisfy the topic requirement, which is the case in utterances like Dogs are barking
that are about contextually given situations. The bare NP dogs is not a topic, hence can be
interpreted by existential type shift. In stative sentences, which do not have a situation argument,
another constituent must be the topic. For a sentence like Dogs are widespread, the most plausible
candidate is the bare NP dogs, which then cannot be interpreted by existential type shift 3, and must
be interpreted by the generic type shift ~ instead.

Information structure also plays a role in characterizing statements like Dogs bark or A dog
barks. In Krifka (2001) I argued that indefinite NPs in the restrictor have topicality features, and
that the restrictor is a topic. The topicality requirement for restrictors can explain the widespread
use of definite articles in Romance languages, which is probably due to the fact that deaccenting
cannot be used as freely as in English to mark topicality. Also, it can explain certain puzzling
complexity requirements for bare NPs in Italian and Spanish, cf. Longobardi (2001), Gutierrez-
Rexach & Silva-Villar (2002).

(82) a. Elefanti di colore bianco possono creare grande curiosita.
b. *Elefanti possono creare grande curiosita.
‘(White-colored) elephants can create great curiosity.’
(83) Minirobots hacen el trabajo con igual cualidad.

oo

. *Robots hacen el trabajo con igual cualidad.
‘(Mini)robots do the job with the same quality.’

Complex bare NPs may form a prosodic phrase on their own; this is necessary for interpreting the
phrase in the restrictor of a quantifier (cf. the notions of integration and separation in Jacobs
(1999)).

4.5 Definite generic NPs and taxonomic NPs

This article is abolut bare NPs, but let me add some thoughts about definite generic NPs, like the
dog. While the arguments of Dayal and Chierchia are quite compelling that they involve reference
to groups, the meaning of such NPs cannot be derived in a systematic way (cf. section 3.4).

Dayal (2002) makes the interesting proposal that it can be obtained via the taxonomic
interpretation of count nouns. This use of count nouns refers to kinds instead of regular objects; an
example is There are two bears in Alaska, the black bear and the grizzly. Krifka et al. (1995) and
Krifka (1995) proposed that count nouns also have a reading in which they apply to subspecies. The
relation BEAR(wW) can be applied to numbers and bear subspecies, e.g.
BEAR(W)(1)(URSUS_HORRIBILIS). Dayal proposes in addition that it can be applied to the bear
species URsuUs itself. The kind-referring use of the bear then can be derived by the usual meaning of
the, as X[BEAR(W)(1)(x)], if the domain of quantification, left implicit here, does not contain any
bear subspecies or specimens.

In order to adopt this proposal, we assume that the kinds that can be denoted by singular
definites are related to kind individuals, which are atomic individuals that form a special sort,
similar to the set K in Chierchia (1998). | will use the down arrow { to denote this relation:
dawiaxan[BEAR(W)(n)(X)] = URsus. Comparatively few individual concepts have this double life;
this captures the insight that only established kinds can be referred to by definite singulars (cf. the
coke bottle vs. the green bottle; Carlson (1977), attributed to Partee). Consequently, we only have a
sortal distinction, and not a type distinction, between the different arguments of a count noun
predicate like BEAR(W)(1). We can refer to singular kinds by names, like Ursus or Man or,
following Dayal, by regular definite descriptions like the bear if the quantificational domain is
suitably restricted. It appears that mass nouns generally can be used as names for atomic kinds,
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which explains the lack of articles in sentences like Gold is shiny. Presumably, this is because mass
nouns are categorized as NPs in syntax, in contrast to count nouns, which are categorized as N due
to the more frequent non-generic uses they need to have their number argument filled. German can
use definite articles with kind-referring mass nouns, as in Das Gold glénzt, which can be explained
by the fact that German can use definite articles with names in general, cf. Krifka et al. (1995). In
Hebrew, bare singular count nouns can also refer to atomic kinds, cf. Doron (2003), which might
indicate a double function of count nouns as measure relations and as names.

What properties do atomic kinds have? | suggest that properties of regular kinds can
generally be applied to corresponding atomic kinds; hence we have the dodo is extinct. Also,
properties that the predicates related to regular kinds have are ascribed to the corresponding atomic
kinds; thus we have the dodo had a purple beak. General number restrictions have to be followed;
so while we have dodos had a purple beak, by distributive interpretation, and dodos had black
beaks, by cumulative interpretation, the dodo had purple beaks suggests that a dodo had more than
one beak. This is a plausible reason why sentences like *the dodo was numerous are bad; numerous
has to be applied to a sum individual, which the atomic kind does not provide. Contrast this with
the dodo was rare, which can be used with singular generics. This is just as in A dodo is rare vs. *A
dodo is numerous. Presumably, be rare has to be interpreted as ‘it is a rare event to find instances of
_’, where the blank position can contain anything that has members, elements, or specimens. We
have also observed that characterizing sentences of the rule-and-regulations variety cannot be
expressed with definite generic NPs, cf. (4.a). Such statements essentially state conditions under
which an entity belongs to a class, e.g. whether it is a gentleman or not. For this, we crucially need
to refer to the class, which can naturally be done by bare NPs or by indefinites (perhaps via type
shift with BE), but not with atomic kinds.

5. Conclusion

This paper set out with the controversy around the semantic nature of bare NPs in English: Are they
kind referring, or ambiguous between a kind-referring and an indefinite interpretation. The answer,
which required a type shift framework as developed in Chierchia (1998), is: Bare NPs are basically
properties, hence they are neither kind-referring nor indefinites. They can be shifted to one or the
other interpretation in appropriate linguistic contexts. They cannot be called ambiguous either, as
their basic meaning is always a property. In a sense, all disjuncts in the title of this talk are true:
Bare NPs have kind-referring interpretations, they have indefinite interpretations, hence they have
both kind-referring and indefinite. But basically they are neither one nor the other. The type
shifting framework is flexible enough to make all these statements true.
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Number from a syntactic perspective: Why plural

marking looks “truer’ in French than in Korean™
SongNim Kwon & Anne Zribi-Hertz

1. Introduction

This paper is a contribution to a general theory of grammatical number, based on comparative
evidence from French and Korean, two languages whose noun phrases exhibit plural marking but
otherwise differ in many respects: for instance, French has both definite and indefinite determiners
which find no counterparts in Korean; and Korean, unlike French, is a generalised-classifier
language. As witnessed by our bibliographical references, a number of linguistic works have
already been devoted to the interesting properties of the Korean plural. Recent linguistic literature
dealing, more generally, with plural marking is mostly written from a semantic perspective (cf.
Schwarzschild 1996) in connection with the vast corpus of research on bare nouns, genericity, and
the mass/count distinction. In this study we shall approach the issue from a morphosyntactic
perspective — attempting to derive from morphosyntax the distributional and semantic similarities
and discrepancies between the French and Korean plural markers. We shall first (section 2) briefly
show how plural marking may seem less ‘genuine’ in Korean than it does in French, due to its
apparent optionality, and shall argue (section 3) that Chierchia’s (1998) semantic theory does not
satisfactorily account for the observed data. Using French-Korean comparison, we shall show
(section 4) that French plural marking actually exhibits the same apparent optionality as its Korean
homologue, with similar semantic effects, and we shall propose a syntactic analysis in keeping with
the distributional and semantic data. We shall then (section 5) focus on the French-Korean
contrasts, which we shall propose to derive from the fact that the Korean plural marker deul (unlike
the French plural) triggers a rigidity effect, a discrepancy we shall in turn correlate with the
inflectional vs. noninflectional nature of the French and Korean plural markers.

2. The issue
2.1.  Where the Korean and French plurals look different
Korean has a plural marker transcribed below as deul*, which occurs for instance in the external

argument of (1a). What makes this morpheme peculiar for an English or French speaker is that it
may also fail to appear in such examples as (1b) :

“ We thank the audience of the CSSP conference, as well as Carmen Dobrobie-Sorin, Brenda Laca, Alain Kihm,
Daniéle Godard, Anne Abeillé, Patricia Cabredo Hofherr, Tonia Bleam, and the other members of the Formes faibles
and Noms nus discussion groups, for their stimulating feedback. We further thank Patricia Cabredo Hofherr for her
thorough critical reading of a previous version of this text , and the Fédération de Typologie of the French CNRS for
supporting the Formes faibles and Architecture de la phrase research projects.
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(1)a. manheun hagsaeng -deul -i 0 -ass  -da.
many student PL NOM come PST  DEC
‘Many students came.’

b. manheun hagsaeng -i 0 -ass  -da.
many student NOM come PST  DEC

‘Many students came.’
[adapted from Kang (1994 :10); transcription our own, cf. fn.1]

This pair of examples suggests that plural marking is ‘optional® in a Korean noun phrase denoting a
plural referent (cf. Roger-Yun 2002), or that Korean has two types of plural, one with and one
without plural morphology (cf. Kwak 1996, 2003, who calls this latter type bare-formed plurals). In
the French translations of (1), plural marking is obligatory, as shown by the ungrammaticality of
(2b) :

2a. 1l est venu beaucoup o’ {étudiants/amiraux}.
it came alot of student.pL/admiral.pL
‘Many students came.’
b. *Il est venu beaucoup  d’ {étudiant/amiral}.
it came alot of student /admiral

The semantic contrasts between Korean (3) and French (4) below further confirm that the plural
markers have different distributions in these two languages :

(3a. i kape-ui uija-deul-eun peulaseutig i -ne !
bDM  café GEN chair pL TOP  plastic COP  EXCL
“The chairs (which are) in this café are made of plastic I’
b. i kape-ui uija  -neun peulaseutig i -da.
DM  café GEN chair Top  plastic COP  DEC

lit. “The chair of this café is made of plastic.’
= ‘The chairs of this café are made of plastic.’

(4)a. Les chaises dece  café sont en plastique.
DF.PL chair.pL of DM.M café be.PrS.3PL in plastic
“The chairs of/in this café are made of plastic.’

b. La chaise de ce café est en plastique.

DF.F  chair of bM.M café be.PRs.3sG in plastic
“The chair of/in this café is made of plastic.’

In (3a), the pluralised noun phrase uija-deul is construed as denoting a closed set anchored at TO
(“the chairs which happen to be in this café’), while only nonpluralised uija in (3b) allows a Kind
reading denoting an open set (‘whatever chairs may be found in this café’). The semantic effects

L our transcription of Korean follows the recent Revised Romanization of Korean (see references).

Abbreviations used in the glosses of the French and Korean examples: Acc=accusative ; cL= classifier ; com=
comitative ;  cop=copula; DAT=dative; DEC=declarative; DM=demonstrative;  Ex=existential verb;
ExcL=exclamative ; F=feminine gender; GEN=genitive; H= human; +HON=+honorific; INJ=injunctive ;
INT=interrogative ;  Loc=locative ; M=masculine gender; NEG=negation; NOM=nominative; PL=plural;
PROG=progressive ; PRs=present ;psT=past ; REL=relative marker ; sG=singular ; TopP=topic; 1, 2, 3 = 1st, 2nd, 3rd
person. Hyphens in the Korean examples indicate suffixation.

%: syntactically well-formed but unfelicitous in the discourse context.
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associated with (4a) and (4b) in French seem somewhat reversed: the Kind reading is only available
under plural marking in (4a), while nonpluralised la chaise in (4b) may only denote an extensional
referent construed as a singleton.

2.2. A semantic account: the Nominal Mapping Parameter

An interesting semantic theory developed by Chierchia (1998) and other scholars (cf. Kurafuji 2001
on Japanese) inspired by Carlson (1977) and Krifka (1995), predicts that the Korean-type plural
should contrast with the French-type plural because Korean is a generalised-classifier language,
while French is not.

The leading assumption is that in languages such as French, nouns are subdivided into so-
called Count nouns, such as étudiant ‘student’, cheval ‘horse’, livre ‘book’, which combine with a
cardinal without a classifier; and so-called Mass nouns, e.g., eau ‘water’, bétail “cattle’ or sable
‘sand’, which require a classifier or a measure noun when combined with a cardinal:

(5)a. Marie cherche trois {étudiants /chevaux/livres}.
Mary look for.PRsS.3sG three {student.rL/horse.pL/book.PL}
‘Mary is looking for three {students/horses/books}.’

b. *Marie cherche trois {eaux  /betails /sables }.

Mary look for.PRsS.3sG three {water.pL/cattle.rL/sand.pL}
‘Mary is looking for three {waters/cattles/sands}.’

(6)a. *Marie cherche trois {individus d’ étudiant /
Mary look for.PRsS.3sG three {individual.pL of student
tétes  de cheval/volumes de livre}.
head.pL of horse/volume.pL of book}

b. Marie cherche trois {bouteilles/litres} d’eau /tétes  de bétail/
Mary look for.PRs.3sG three {bottle.pL/litre.PL}  of water/head.pL of cattle/
{unités /sacs  } de sable}.

{unit.pL/sack.pL} of sand}.
‘Mary is looking for three {bottles/litres} of water/heads of cattle/{units/sacks}
of sand.’

In Korean, on the other hand, all nouns require or at least accept a classifier when they combine
with a cardinal, including those which mean “student’, “horse’ or ‘book’ (see Roger-Yun 2002 for a
detailed description). Consequently, Korean is identified as a generalised-classifier language:

(7)a. Minna-neun se (myong-ui) hagsaeng -eul chodaeha -yeoss-da.

Minna TOP three CL GEN student Acc invite PST DEC
Lit. *“Minna invited three individuals of student.’
= 'Minna invited three students'.

b. Minna -neun se *(mali-ui) eollu-mal -eul chag -go iss -da.
Minna Top three cL GEN stripe horse Acc look for PROG EX DEC
Lit. “Minna is looking for three {heads/units} of zebra.’
= 'Minna is looking for three zebras.’
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c. Minna -neun se *(gwon-ui) tongwachaeg  -eul sa -SS -da.
Minna ToP  three cL  GEN fairy-tale-book Acc buy PST  DEC
Lit. 'Minna bought three volumes of fairy-tale book.’
= “‘Minna bought three books of fairy tales.’

The contrast between (6a) and (7) has led some scholars (among whom Chierchia 1998, followed
by Mizuguchi 2001) to the assumption that in a generalised-classifier language such as Korean all
nouns have a mass-type denotation in the lexicon: in Chierchia’s terms they denote Kinds, rather
than Objects, and this he takes as a semantic primitive. The Kind-denoting nature of Korean nouns
is empirically supported by such examples as (3b), where the external argument (i kape-ui uija
‘(the) chair of this café’) may indeed be construed as denoting a kind (‘the open CHAIR class as it
manifests itself at all times in this café’).

It follows that the Mass/Count distinction, which is crucially relevant in French as
exemplified by (5) and (6), is not relevant in Korean, as witnessed by (7). The assumed optionality
of the Korean plural marker suggested by (1) and (3), contrasting with the non-optionality of its
French homologue suggested by (2) and (4), is hence correlated with the different lexical
denotations of nouns in Korean and French: generalised-classifier languages cannot have a ‘true’
plural since they have no Object-denoting nouns, i.e. no Count nouns.

Kurafuji (2001), who looks at Japanese, argues that Chierchia’s theory correctly applies to
non-human nouns, but should be slightly amended to incorporate the following two observations:

(i) classifiers are not thoroughly generalised in Japanese-type languages, as illustrated in Korean by
(7a), where the classifier is optional with a [+human] noun;

(i) Japanese-type languages do have plural morphology: however, the Japanese plural marker tachi
only selects [+human] nouns.

Kurafuji’s conclusion is that Japanese nouns basically have Kind denotations, as argued by
Chierchia, but that [+human] nouns may be idiosyncratically construed as [+count]. Despite this
small amendment, Kurafuji essentially accepts Chierchia’s semantic approach to number, which
parameterises the lexical denotation of nouns.

2.3. Problems

However, even if we should focus on [-human] nouns in keeping with Kurafuji’s amendment, it is
possible to show that Chierchia’s theory does not correctly predict the distribution of plural marking
in Korean. Example (3a), for instance, contains a pluralised [-human] noun phrase. And in the
following Korean examples, we see that plural morphology on the BOOK noun phrase is required in
(8), where the BoOK referent is preconstrued as plural, and disallowed in (9) where it is
preconstrued as a singleton, exactly as in the English translations :

(8) [Minna-neun oneul-achim -e chaeg se gwon- gwa
Minna Top  today morning LoC book three cL and
sinmun han bu-leul  sa -SS -da.]

newspaper  oneCLACC buy PST DEC
‘Minna bought three books and one newspaper this morning.’

a. Chaeg -deul -eun naengjanggo -wi  -e noh-yeo -iss  -da.
book PL Top  fridge top Loc lying EX DEC
“The books are on top of the fridge.’
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b. %Chaeg -eun naengjanggo -wi  -e noh-yeo -iss  -da.
book Top  fridge top Loc lying ex DEC
“The book is on top of the fridge.’
(9) [Minna-neun oneul-achim -e  chaeg han gwon -gwa
Minna Top  today morning LoC book one CL and
sinmun se bu -leul  sa -SS -da.]
newspaper  three cCL ACC buy PST DEC
‘Minna bought one book and three newspapers this morning.’

a. %Chaeg -deul -eun naengjanggo -wi  -e noh -yeo -iss  -da.
book PL Top  fridge top Loc lying EX DEC
“The books are on top of the fridge.’
b. Chaeg -eun naengjanggo -wi  -e noh-yeo -iss  -da.
book ToP  fridge top Loc lying EX DEC

“The book is on top of the fridge.’

These data are counter-evidence to the claim that Korean nouns such as chaeg ‘book’ have a Mass
denotation in the lexicon. In (8) and (9), Korean chaeg seems to behave with respect to plural
marking exactly as English book or French livre : if the preidentified BOOK referent is construed as a
set of atomic entities, a pluralised noun phrase is called for. But if we cast aside Chierchia’s
Nominal Mapping Parameter, we must find an alternative explanation for the French-Korean
contrasts exemplified in (1)-(2) and (3)-(4). To get a grasp on the apparent optionality of Korean
plural marking, we shall first look at some French data which suggest a similar situation. We shall
propose a syntactic account of this phenomenon in French and shall argue that it may be extended
to the Korean ‘bare-formed plurals’ exemplified in (1b) and (3b). We shall then attempt to
understand what draws apart the French and Korean plural markers.

3. Towards a syntactic approach to number
3.1.  Plural optionality and Kind denotation in French

If plural marking should be viewed as “optional’ in such Korean examples as (1a,b), the same could
be said about plural marking in French in at least two classes of examples respectively illustrated in
(10) and (11) :

(10)a. Le panda aime le bambou.
DF.M panda likes DF.M bamboo
“The panda likes bamboo.’

b. Les pandas aiment le bambou.
DF.PL panda.pL like DF.M bamboo
‘(The) pandas like bamboo.’

(11)a. Achetezma (délicieuse)  tomate italienne !

buy  my.F (delicious.F) tomato.F Italian.F
Lit. “‘Buy my delicious Italian tomato.’

b. Achetez mes (délicieuses) tomates italiennes !
buy  my.pL delicious.PL  tomato.PL Italian.pL?

‘Buy my (delicious) Italian tomatoes!”’

2 Gender and number marking occur in complementary distribution on the French D head: when gender is
morphologically specified, number is unmarked (le=Mm, la=F), and conversely (les=pL).
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In both (10a) and (10b), the italicised subject may be read either as Entity-denoting (‘definite’) or as
Kind-denoting (‘generic’), and the same is true of the italicised object of (11a) and (11b). Under the
Entity reading, the object noun phrase of (11b) ma délicieuse tomate italienne ‘my delicious Italian
tomato’ is construed as denoting a single TOMATO item. Under the Kind reading, the sentence is
felicitous regardless of the number of tomato-items which are actually available for sale (there may
be one tomato for sale OR several, the sentence doesn’t say).’

Under the definite/entity readings, plural marking appears as nonoptional in both (10) and
(11), in the sense that the plural sharply contrasts semantically with the nonplural: le panda and ma
délicieuse tomate italienne in (10a)-(11a) denote a single preidentified PANDA creature or TOMATO
item, while les pandas and mes délicieuses tomates italiennes in (10b) and (11b) denote
preidentified sets comprising at least two PANDA creatures or TOMATO items.

Under the Kind reading, on the other hand, plural marking may at first glance appear as
optional in (10) and (11), since both the plural and the nonplural denote a class of atomic entities
construed as open, i.e. unspecified for the number of atomic entities it comprises.

We shall however argue that plural marking is never semantically vacuous in French,* and
that plural optionality is an illusion triggered by two factors : (i) the French-type plural is open to an
intensional reading (involving an open set) — a property which fails to be matched by the Korean
plural, as we shall see below ; (ii) the French-type nonplural is syntactically ambiguous between
number unmarkedness and number deficiency,” as represented in (12), with number deficiency
triggering a ‘Kind’ semantic effect :

(12) a /[K b. _be

D° NumP D NP
—
Num® NP
le -pl panda le panda
ma  -pl tomate ma tomate
(number unmarkedness : Singular (number deficiency
> Entity reading) > Kind reading)

Since the French-type plural is semantically intensional, and the nonplural may spell out number
deficiency, it follows that both the plural and the nonplural may denote Kinds, thus creating the
illusion of plural optionality. We shall however argue that the Kind denotations triggered by the
plural and the nonplural are not semantically synonymous. We shall also provide empirical
evidence in support of the idea that the Kind reading of (10a) and (11a) correlates with Number
deficiency in syntax.

3 Interestingly, the ambiguity observed in French in (11a) does not obtain in the English example (i), where the
italicised noun phrase may only denote a single TOMATO item , even if it is uttered by a vegetable grocer:

(i) Buy my delicious Italian tomato.

This contrast between French and English would certainly deserve further probing.

* This assumption is independently made by Farkas & De Swart (2003), basing themselves on Hungarian.

> Independent evidence supporting this general idea is given in Zribi-Hertz & Mbolatianavalona (1999) and Zribi-Hertz
& Glaude (to appear).
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3.2.  Optional plural in French

Under its Kind reading, the object noun phrase of (10b) involves an unspecified, open
quantity of separate TOMATO items. A very similar semantic interpretation is productively available
for the italicised object of such examples as (13), which may either denote an unspecified, open
quantity of atomic instances of the Kind (let us call this the Collective effect), or a referent reduced
to a mass of continuous matter — let us call this the Pulp effect, involving what Link (1983) calls
grinding of the referent:

(13)a. On  trouve toujours de la Granny Smith dans ce marché.®
one finds always de DF.F Granny Smith in DM.M market
Lit.“One always finds Granny Smith apple on this market.’

(i) “One always finds Granny Smith apple mush on this market.’
(ii) “One always finds Granny Smith apple produce on this market.’

b. 1l y avait du chien partout.
it Loc had de.DF.M dog everywhere
Lit.“There was dog everywhere.’
(i) “There was dog pulp everywhere.’
(i) “There were dog creatures everywhere.’

c. |l y avait du clébard dans tous les  coins.
it Loc had de.DF.M mutt in all DF.PL corners
Lit. “There was mutt all over the place.’
(cf. (12b))
d. 1l y avait du maire dans tout le quartier.
it Loc had de.DF.M mayor in all DF.M neighbourhood Q)

‘There was mayor pulp all over the neighbourhood.’
(i) “There were mayor creatures all over the neighbourhood.’
e. 1l y avait du flic  partout.
it Loc had de.DF.M cop  everywhere
(i) “There was cop pulp all over the place.’
(ii) “There were cop creatures all over the place.’

In each of these sentences, the Pulp and Collective readings are both productively available for the
italicised noun phrase . Under the Pulp reading, the APPLE, DOG, MAYOR or COP referent is construed
as a mush/a stew/a liquid. The Collective reading, thus labelled under analogy with so-called
collective nouns (e.g. cattle, furniture, etc.),” does not involve liquefaction, but only a blurring of
the atoms which constitute the Kind : under the Collective reading, the cop referent in (13e) is
construed as a group of indistinct cop entities. The Collective reading is stylistically marked in
French: it either pertains to the language of trade (as explicit in (11a) and (13a), which involve
vegetable produce available for sale) or it has a derogatory flavour, enhanced in (13c) and (13d) by
the slang lexicon: clébard (‘mutt’), flic (‘cop’), rather than standard chien ‘dog’ and policier
‘policeman’). Take (13b): the Pulp reading (du chien = ‘dog mush’) is available in any type of
communicative context; the Collective reading (du chien = ‘an unspecified guantity of DoG

® We leave unglossed the morpheme de which partakes in the French determiner system. De is an uninflected item
which, combined with the definite determiner, gives rise to the so-called ‘partitive’ and ‘indefinite plural’ determiners :
de la, de le>du, de les>des.

" Cf. Flaux (1999) on French noms collectifs.
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entities’) involves the construal of the referent as a set of separate but non-individualised dogs,
which immediately suggests either a heap of dog produce available for sale (e.g. at a pet fair,
considered from a pet-dealer’s perspective), or a set of indistinct creatures forming a cattle-type
throng (hence the strong pejorative effect with an animate or, worse, human referent). In spite of
these special stylistic effects, the Collective reading is productively available in (13a) through (13e).
Any noun denoting a concrete physical entity (thing, animal, human) productively allows both the
Pulp and the Collective readings in the syntactic context exemplified in (13).2

Note, however, that what triggers the Pulp and Collective effects in (13) is not the partitive
marker de. This is shown by (11a), where the Collective effect obtains though de does not occur, by
(14), where the Pulp effect obtains though de does not occur, and by (15), where the Pulp and
Collective effects do not obtain although de does occur:

(14) Le panda est recommandé aux estomacs sensibles.
DF panda is recommended DAT.DF.PL stomachs sensitive
‘Panda (meat) is recommended for sensitive stomachs.’

(15)a. On trouve toujours des Granny Smith dans ce marché.

one finds always de.DF.PL Granny Smith in  DM.M market
‘One always finds Granny Smith apples on this market.’

b. 1l y avait de nombreux {chiens/clébards} dans Ila ville.
it Loc had denumerous dog.pL /mutt.PL  in DF.F  town
“There were a large number {dogs/mutts} in town.’
c. y avait des maires dans tout le quartier.
it loc had de.DF.PL mayor.PL in all DF.M neighbourhood
“There were mayors all over our neighbourhood.’
d. 1l y avait des  {policiers/flics} dans tout le quartier.
it loc had de.DF.pL policeman.pL/cop.PL in  all DF.M neighbourhood

“There were {policemen/cops} all over our neighbourhood.’

The italicised subject le panda respectively triggers in (10a) and (14) the two semantic effects
labelled above Collective and Pulp. On the other hand, the italicised noun phrases in (15) fail to
exhibit both the Pulp and the Collective readings. The unavailability of the Pulp reading is
immediately clear — none of these noun phrases allow us to construe their referent as a mush or a
stew. In order to perceive the unavailability of the Collective reading in (15), consider the subtle
semantic contrast between (13a) and (15a): if the addressee needs to make a huge apple pie and the
speaker knows there is likely to remain only one Granny Smith apple at the market, (15a) is less
truthful than (13a), for the plural specification on des Granny Smith in (15a) suggests that more than
one Granny Smith apple should be available, while (13a) doesn’t hint anything as to the available
quantity of apple-tokens - it only means that the Granny Smith species should have at least one
representative at the market, which the speaker assumes to be true. Furthermore, none of the

8 our description departs from the idea that such nouns as chien ‘dog’, being +Count, cannot denote ‘continuous
referents’, cf.: « Count nouns such as chimpanzé ‘chimpanzee’, tabouret ‘stool’, etc., are compatible with such
determiners as un ‘a(n)’, des (indefinite plural), les ‘the.pL’, as well as with cardinals and indefinite adjectives (e.g.
quelques ‘some, a few’, plusieurs ‘several’, etc.), but they cannot combine with partitive determiners (e.g. du, de la,
etc.). » [translated from Kleiber 1994, p.12]. The assumption that any count noun may be coerced into a mass
denotation is similarly based on the idea that such nouns as dog should be primarily, basically, canonically, lexically,
preferably... associated with atomic (‘count’) entities. We believe this view to be incorrect from a linguistic point of
view. That the noun dog should be more frequently associated with a +count, or a —count, referent, is an effect of our
cultural habits regarding dog(s), whatever they may be.
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italicised noun phrases in (15) trigger the special stylistic effects (trade language, derogatory
massification) which typically correlate with the Collective reading.

Basing ourselves on the above data, we propose that the Pulp and Collective readings of
French noun phrases are crucially correlated with number deficiency, as represented in (12b). The
de noun phrases italicised in (13) and (15) in effect include Kind-denoting DPs headed by the
definite article,” which are either pluralised (les N) and construed as intensional atomised sets, or
number-neutral (le/la N) and construed as intensional nonatomised sets read as either Collective or
Pulp. As suggested by Carmen Dobrovie-Sorin (p.c.), the so-called partitive marker de of French
could be analysed as the spell-out of Chierchia’s (1998) ‘Up’ operator, which converts Kinds into
Properties — these two complementary semantic types being independent from number marking in
a language such as French.

3.3. Kaorean ‘bare-formed plurals’ have a Collective reading

We next wish to argue that the so-called ‘bare-formed plural’ noun phrases of Korean
exemplified in (1b) trigger the Collective-type Kind reading just described in association with some
French nonpluralised DPs including the definite article (cf. (10a), (11a), (13)). This descriptive
assumption is in keeping with the semantic literature discussing such examples as (1b). Song
(1975), for example, considers a sentence similar to (1b), where the nonpluralised noun hagsaeng
‘student’ is construed as denoting a set of students : * Hagsaeng ‘student’ in sentence [...] does not
refer to a particular student but rather a category of status. It contrasts with faculty or staff, for
instance‘. Kang (1994), Kwak (1996, 2003) and Song (1997) also phrase the intuition that Korean
‘bare-formed plurals’ actually have a Collective-type Kind reading (which Kwak, following Link
1983 and Landman 1989 labels group reading). Kwak (1996) emphasises the fact that bare-formed
plurals do not license a distributive reading, as witnessed by (15):

(15) *Hagsaeng i gagja seonsaengnim-gge jilmun -eul
student NOM each teacher DAT question ACC
hae -ss -da.
ask  PST DEC

Lit. “The student each questioned a teacher.’
[adapted from Kwak 2003 :8]

The ill-formedness of (15) in Korean may be compared to that of French (16a) or (16b):

(16)a. *Le  personnel a chacun interroge un professeur.
DF.M staff have.PrRs.3sG each questioned one.m teacher
Lit. “The staff each questioned a teacher.”*°
b. *Le panda se mord les uns les autres.

DF.M panda REF  bites one another
Lit. “The panda bites one another.’

We propose the generalisation phrased in (17) :

® For a discussion of French partitive de, see Kupferman (2003) and Zribi-Hertz (2003).

19 The French example in (16a) is completely ungrammatical, more sharply so than its English translation which is
judged as acceptable by some speakers. Unlike English, French does not allow the combination of a plural predicate
with a collective subject, e.g. My family were not happy about this, The staff have decided that..., etc.
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(17)  Assumption |
a. In French as in Korean, an argument noun phrase may be left unspecified for

number (i.e. may be number-deficient in syntax).
b. Number-deficient noun phrases (represented in (12b)) typically allow
a Pulp or Collective construal of their referent.

This claim (a variant of which was developed by Jun 1999) is in conflict with several assumptions
which have been put forward in the linguistic literature. One of them is Chierchia’s Nominal
Mapping Parameter: under our own assumption, the lexical content of Korean gae ‘dog’ is roughly
the same as that of French chien, neither noun is specified with respect to the count/mass distinction
until it is merged in syntax, and the ‘Collective’ effect correlates with the number-deficient syntax
sketched in (12b). In contrast with Kwak (1996, 2003), we propose that Korean’s ‘bare-formed
plurals’ are not plural, since they are not specified as plural at any level of grammatical
representation: they are unspecified for number. Our assumption further leads us to discard
Bouchard’s (2003) idea that Number is a necessary ingredient in an argument noun phrase: we are
on the contrary claiming that number deficiency is productively licensed in French as in Korean and
triggers similar semantic effects in both languages. Focusing here on the Collective reading, we
shall try to understand where the French-Korean contrasts lie.

4, Number specification and number deficiency
4.1. The Collective-read nonplural in Korean and French: a reminder

Leaving aside the Pulp reading of number-deficient noun phrases, let us concentrate on the
Collective reading, which, as argued above, is available in both French and Korean, a point further
exemplified by Korean (18) and (20) and their French analogues (19) and (21):

(18) i gage -neunsweta -wayangmal -eul pa -n -da.]
DM  store TOP jumper and sock Acc sell PrRs DEC
“This store sells jumpers and socks.’

sweta-neun  wis  -ceung -e yangmal -eun
jumper ToP  top floor Loc sock TOP
alaes - ceung-e ISs -da.

bottom floor Loc EX -DEC

Lit. “(The) jumper is upstairs and (the) sock downstairs.’
= *Jumpers are upstairs and socks downstairs.’

(19) [Ce  magasin vend du pull et dela chaussette.]
DM.M store  sell.Prs.3sg de.DF.M sweater and de DF.F sock
“This store sells jumpers and socks.’
Le pull est enhaut et la chaussette  en bas.
DF.F jumper is upstairsand DF.F sock downstairs.

Lit. “The jumper is upstairs and the sock downstairs.’
= “Jumpers are upstairs and socks downstairs.’

(20) i gage -e -neun saengjwi -ga  iss -da.
DM  store LOC TOP mouse NOM  EX DEC
Lit. “In this store there is (some) mouse.’
= *In this store there are mice.’




Number from a syntactic perspective 143

(21) Hlya dela souris dans ce magasin !
there is de DF.F mouse in this store
Lit. “There is mouse in this store !’
= ‘There is some atomised instantiation of the MOUSE species in this store!”’

In these examples, the nonpluralised italicised noun phrase is open to the Collective reading in both
languages. In other contexts, however, the Collective interpretation seems licensed in Korean, but
not in French. One such contrast appears above between (3) and (4) , another one is exemplified by
(22)/(23):

(22) i haggyo-neun namnyogonghag [ -da.]
DM  school TOP co-ed COP  DEC
“This is a co-ed school.”
yeohagsaeng -eun wis  -ceung -eseo,
schoolgirl Top top  floor LoC
namhagsaeng -eun alaes - ceung-eseo gongbuha -n -da.
schoolboy  TopP  bottom floor Loc study PRS  DEC
Lit. “(The) female student studies upstairs and the male student downstairs.’
= ‘Female students study upstairs and male students downstairs.’

(23) [Cette école est un établissement mixte.]
DM.F school be.PrRs.3sG  an institution co-ed
“This is a co-ed school.’
Toutefois, le professeur femme prépare  ses cours en haut
however DF teacher female prepares their classes  upstairs
et le professeur homme en bas
and DF teacher  male downstairs

(1) “(...) However, the female teacher prepares her classes upstairs and the male teacher

prepares his downstairs.’

(i) * *(...) However, female teachers prepare their classes upstairs and male

teachers downstairs.’
In this case the nonpluralised DPs le professeur femme (‘the female teacher’) and le professeur
homme (‘the male teacher’) are naturally construed in French as Entity-denoting, i.e. as
syntactically singular (diagram (12a)), rather than Kind-denoting, while their italicised analogues in
Korean (22) may quite naturally be construed as Kind-denoting.** Under our own assumption
phrased in (17), we have to understand why number deficiency associated with the Collective
reading seems more restricted in French than it is in Korean. We believe that a part of the answer
lies in the properties of the plural marker, which are not the same in these two languages.

1 According to our own intuitions, the Kind-reading however becomes possible in (i) below, where an epistemic
modality has been inserted :

(i) Le professeur-femme doit préparer ses cours en haut, et le professeur-hnomme en bas.

This judgement, if correct, suggests that whatever factor makes the Kind-reading unnatural in (23) is not inherent to the
noun phrase itself.
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4.2. The plural in French and Korean: where does the difference lie ?
4.2.1. Our proposal
Borrowing the notion of rigidity from Tovena & Jayez (1999), who draw their own inspiration from

Fine (1995), we first propose the double assumption phrased in (24), and then provide empirical
evidence to support it:

(24)  Assumption Il
The French-type plural in a noun phrase does not trigger a rigid construal of the referent.

The Korean plural marker deul in a noun phrase triggers a rigid construal of the referent.

This assumption runs against any theory claiming (cf. Kang 1994) that Korean sagwa-deul
‘apple.pL’ has the same semantic denotation as English apples. We on the contrary believe that the
English plural is semantically similar to the French plural, and that sagwa-deul and apples therefore
have different semantic contents. Following Tovena & Jayez (1999), we understand rigidity as
involving an extensional denotation: a deul-noun phrase (hereunder: deul-NP), in Korean, is
construed as denoting a closed set of entities, therefore it cannot be associated with an intensional
class; the French plural, on the other hand, does not trigger a rigidity effect, i.e. it is compatible with
an open, intensional reading. We believe that this important difference accounts for a series of
distributional and interpretive contrasts between French and Korean pluralised noun phrases, and
we shall argue below that it also sheds some light on the more restricted distribution of Collective-
read nonplurals in French.

The double generalisation proposed in (24) may be assessed with respect to three available
theories contrived to account for the semantic contrasts between the Korean-type and the English-
type plural markers. Kurafuji (2001), working on Japanese, argues that the plural marker tachi
spells out both plural and definiteness, but is similar to the English plural as regards its plural
semantics. Mizuguchi (2001:532) claims that ‘Japanese plurals are functions that individuate a set
into atoms, while English plurals are functions that form a set from atoms’. Kim (2003) claims that
deul-NPs in Korean are semantically similar to plural noun phrases in English. The empirical
evidence presented below seems to us to be globally in keeping with Mizuguchi’s idea, but to run
against the other two theories.

4.2.2. Empirical evidence
4.2.2.1. Korean deul disallows an open Kind reading

A first piece of empirical evidence in support of (24) is that Korean deul-NPs may not
denote intensional Kinds, while French plurals can, as first exemplified by analytical generic
sentences such as (25)-(26) :

(25)a. pendeo-gom -eun poyudongmul i -da.
panda bear TOP  mammal COP  DEC
“The panda is a mammal.’
b. *pendeo-gom -deul -eun poyudongmul i -da.
panda bear PL TOP  mammal COP  DEC
Lit. “The (various) members of the panda species are mammals.’
(26)a. Le panda est un mammifere.

DF.M pandais a mammal
“The panda is a mammal.’
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b. Les pandas sont des mammiferes.
DF.PL panda.pL be.Prs.3pl  de.DF.PL mammal.pL
‘Pandas are mammals.’

The main point here is the contrast between (25b), which is completely ungrammatical in Korean,
and (26b), which is perfectly natural in French. The contrast between Korean (25b) and French
(26b) also seems predicted under Mizuguchi’s (2001) assumption that Japanese-type plural markers
individuate sets into atoms while French-type plural markers form sets from atoms, if we should
understand that “individuating sets into atoms’ involves a rigidity effect (the atoms being construed
from an extensional set), while ‘forming sets from atoms’ involves an intensional effect (the set
formed from atoms standing as an open class).

Our description of (25) is at odds with Kim (2003: ex. (23a)), who claims that a deul-subject
is compatible in Korean with a kind-level predicate, and illustrates this point with (27):

(27) gonglyong  -deul -eun myeoljong -doe -eoss -da. dinosaur
PL  TOP  extinction become PST DEC [Kim’s gloss]
‘Dinosaurs became extinct.’ [Kim’s translation]

“The (various) members of the dinosaur species were eradicated.”** [our own transl.]
As hinted by the double translation, we believe that Kim’s semantic account is incorrect, and that
although the external argument may be described as ‘kind-denoting’ in (27), it is crucially read as
extensional, i.e. as denoting a closed set (e.g. ‘those dinosaurs which used to walk about our
planet’), rather than an open class construed intensionally. We hope to make this point clearer
below.

In generic sentences such as (28), the deul-subject is acceptable in Korean (28a), as the
plural subject in French (28b) :

(28)a. pendeo-gom -deul -eun julo daenamu -leul meog-neun-da.
panda bear PL ToP  mainly bamboo ACC eat  PRSDEC
(i) “The pandas mainly eat bamboo.’
(ii) “The members of the panda species mainly eat bamboo.’
b. Les pandas mangent  principalement du bambou.
DF.PL  pandas eat mainly de.DF.M bamboo
(i) “The pandas mainly eat bamboo.’
(i) *Pandas mainly eat bamboo.’

However, Korean (28a) and French (28b) do not have the same semantic contents, as hinted by the
tentative English translations. Korean (28a) generalises over a set of pandas which must be
construed as extensional, both under the specific reading glossed in (28a-i) (preidentified set of
pandas) and under the Kind reading glossed in (28a-ii) (the various members of this world’s panda
species). French (28b) may contrastively be read as a generalisation about the panda class construed
as intensional, as glossed in (28b-ii). Suppose the speaker has just returned from a scholarly trip to
China during which (s)he spent a month with two pandas, living in their tree and taking notes about
their behaviour. In this pragmatic context, sentence (28a/ii) is not optimally felicitous in the
zoologist’s report to the Korean Zoological Society, because it implies that (s)he must have based

12 The morpheme doe, which Kim glosses as ‘become’, is a verbalising suffix which suggests that the extinction
process was caused by some external, rather than internal, factor.
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his/her generalisation on more than just two pandas. French (28b/ii), on the other hand, is optimal in
the same pragmatic context, unproblematically suggesting that the zoologist has inductively
generalised to the intensional panda species the eating behaviour of his/her two subjects of study.
This contrast follows from (24) and is also in keeping with Mizuguchi’s (2001) analysis of plural
semantics.

We again disagree with Kim (2003), who gives (29) as a Korean generic sentence
interpreted on a par with the author’s English translation:

(29) Italia-salam -deul -eun myeonglangha -da.
Italy person PL ToP  cheerful DEC
(1) “Italians are cheerful.’ [Kim’s translation]
(ii) “The people of Italy are cheerful.’ [our own translation]

Here as above, we believe that the semantic content of Korean (29) is not accurately captured by
Kim’s translation, which incorrectly suggests an intensional construal of the ITALIAN referent.
According to our own intuition, the occurrence of the plural marker deul in (29) forces us to
construe the referent extensionally (‘the (various) people of Italy’), rather than intensionally
(‘whoever is Italian’).

4.2.2.2. Korean deul-NPs disallow inalienable binding
Another interesting class of French-Korean contrasts illustrated in (30) involves noun
phrases denoting inalienable plural body-parts :

(30)a. Minsu -neun pal  -eul deuleoolyeo -ss -da.
Minsu TOP arm  ACC raise PST DEC
Lit. “Minsu raised arm.’
= *‘Minsu raised his arm(s).’
b. Minsu-neun pal -deul -eul deuleoolyeo -ss  -da.
MinsuToP arm PL  ACC raise PST DEC
Lit. “Minsu raised arms.’
* “‘Minsu raised his arms.’
= *Minsu raised the arms.’
(31)a. Marie a levé le bras.
Mary raised DF.M arm
Lit. “Mary raised the arm.’
= (i) “Mary raised the arm.” (ii) ‘Mary raised her arm(s).
b. Mariealevé les bras.
Mary raised DF.PL arms
Lit. “Mary raised the arms.’
= (i) “Mary raised the arms.” (ii) ‘Mary raised her arms.”
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13 Note that in French (31a) read as inalienable, the nonplural bodypart nominal does not force the construal of the ARM
referent as a singleton (cf. Guillaume 1919, Kayne 1975, Guéron passim, Vergnaud & Zubizarreta 1992, among others).
The predicate lever le bras, literally ‘to raise the arm’, refers to a conventional gesture made by a member of a group to
indicate that they wish to be allowed to speak. Under this reading, sentence (31a) may describe a body gesture actually
involving both arms. French (31a) thus contrasts with our English translation Marie raised her arm, in which her arm
must be construed as a singleton. French nonplural inalienable nominals interestingly share their number deficiency
with their Korean homologues.
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In both languages, the nonpluralised body-part object may be read as inalienable. The plural-
marked body-part object, on the other hand, only allows an alienable reading in Korean (30b), while
it may be construed as inalienable in French (30b). We take these data as an effect of the contrast
phrased in (24), assuming that the inalienable reading of the body-part nominal crucially involves a
binding relation and hence precludes any rigidity factor within the noun phrase.**

4.2.2.3. Korean deul-NPs disallow narrow-scope readings

Contrary to Kurafuji’s prediction regarding Japanese tachi, the Korean plural marker deul
may occur in a noun phrase associated with a discourse-new referent. Like some French or English
indefinite objects and unlike bare plural objects, Korean pluralised objects only take wide scope
over sentence negation:

(32) Minna -neun chaeg -deul -eul ilgji -an  -ass -da.
Minna Top  book PL AcC read NEG PST DEC
‘Minna didn’t read some books.’ [wide scope only]

(33)a. Marie n’ a pas lu certains livres. [wide scope only]
Mary NEG have.PRS.3sG NEG read some.PL book.pL
‘Mary didn’t read some books.’

b. Marien’ a pas lu de livres. [narrow scope only]

Mary NEG have.PRS.3sG NEG read de book.pL
‘Marie didn’t read books.’

Whereas in Korean (32), the pluralised object only allows a wide-scope reading, French (33b)
shows that plural morphology on the object does not preclude the narrow-scope interpretation. The
semantic contrast between (33a) and (33b) in French is grounded in determiner selection, not in
number specification.

Our semantic description of (32) again departs from Kim (2003), who describes the example
reproduced in (34) as ambiguous between (34i) and (34ii):

(34)  Cheolsu-neun jeonjiin-deul-eul manna-go sipeoha-n -da.
Cholsu ToP politicianPL ACC meet comp want PRS DEC
(i) “Cholsu wants to meet politicians.’
(ii) “Cholsu wants to meet the politicians.’
[adapted from Kim (2003: ex. (25), translations his]

The interpretation glossed in (34i) incorrectly suggests that the italicised plural object, when
construed as discourse-new, has narrow scope with respect to the modal operator. In our view, the
narrow scope reading glossed in (34i) is only possible if deul fails to occur within the object. The
deul-object has wide scope in (34) regardless of information structure, and the interpretation which
(34i) attempts to capture would be more accurately glossed by There are some politicians that
Cholsu wants to meet, where the indefinite-read object jeonjiin-deul-eul takes wide scope over the
modal.

1% For the same general reason, a deictic determiner (unlike a pronoun-like determiner) blocks the inalienable reading
(cf. Zribi-Hertz & Glaude to appear), as exemplified in French by (i) below, contrasting with (30b) above :
(i) Marie a levé ces bras.

Mary have.PrS.3sG  raised DM.PL arm.pL

‘Mary raised those arms.’
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4.2.24. Korean deul-NPs cannot be quantifier-bound
Unlike French indefinite plurals, Korean deul-NPs cannot be read as plural-polarity items, in
the sense of Spector (2002) — they cannot be licensed by event quantification or generic aspect:

(35)a. i daehaggyo  -ui gyosu -deul -eun jeonbu negtai deul-eul
DM university GEN  professor PL Top all necktie PL ACC
mae -go  dani -n -da.
tie com walkaround PRS DEC

lit. “In this university, all professors walk around with several neckties tied (around
their neck(s)).’
= *In this university, all professors wear several neckties.’

b. Dans cette université,  tous les professeurs  portent des cravates.
in DM.F university all DF.PL  professors  wear de.DF.PL neckties
“In this university, all professors wear neckties.’

In Korean (35a), the italicised deul-NP can only denote a rigid set, which triggers an interpretation
under which each professor wears several neckties at once. Contrastively, French (35b) favours the
pragmatically unmarked reading involving only one necktie at a time around each professoral neck.

4.2.2.5. Korean deul-NPs never instantiate number agreement
This restriction is exemplified by (35), contrasting with French (36):

(36)a. i salam -deul -eun uisa i -da.
DM  person PL  TOP doctor COP DEC
Lit. “These people are doctor.’
= *These men are doctors.’
b. *i salam -deul -eun uisa -deul i -da.
DM  person PL TOP doctor PL COP DEC
Lit. “These men are (several) doctors.’

(37)a. *Ces hommes sont amiral.
DM.PL men be.Prs.3PL  admiral
b. Ces hommes sont amiraux.
DM.PL men be.PrS.3PL  admiral.PL

‘These men are admirals.’

In Korean (36), the NP uisa ‘doctor’ in predicate position cannot exhibit plural marking on a par
with the deul-subject. In French (37), predicate agreement is unmarkedly acceptable in such
contexts.”

15 predicate agreement is in our opinion obligatory in (37a), at least without further discourse context. Lack of plural
agreement on French predicative nominals is however possible in some contexts, as pointed out by A. Kihm. According
to our own intuitions, on such case is (i) below:
(i) Tous ces hommes souhaitent devenir {amiral/amiraux}.

all these men  wish (to) become  admiral/admirals

‘All these men wish to become admirals.’
As regards our present issue, the crucial observation in (36)-(37) above is that plural marking on the predicate is strictly
impossible in Korean (36), while it is unmarkedly grammatical in French (37).
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Contrary to the descriptive assumption put forward in this subsection, Korean deul has been
claimed (cf. Lee 1991, Park & Sohn 1993) to spell out subject-agreement in such examples as (38a),
contrasting with (38b):

(38)a. geu hagsaeng -deul -eun Storrs-eseo-deul gongbuha -n -da.
DM  student PL  TOP  Storrs LOC PL study PRS  DEC
“The students are studying in Storrs.’
b. *geu hagsaeng -eun  Storrs-eseo-deul gongbuha -n -da. DM
student TOP  Storrs LOC PL study PRS  DEC

[adapted from Park & Sohn (1993), ex. (23b)]

In sentence (38a), the deul marker attached to the right of the locative phrase instantiates what some
linguists have called the Extrinsic Plural Marker (EPM), *° which appears within the predicate and,
if on a noun phrase, on its right periphery (to the right of the Case marker) rather than inside it.
Basing themselves on such pairs as (38), Park & Sohn (1993) have analysed EPM deul as a subject-
agreement marker. Evidence in support of this idea is that EPM deul seems crucially licensed by a
plural subject, as witnessed by the ungrammaticality of (38b), contrasting with (38a),*’ as well as by
the contrast in (39) below:
(39)a. o sugje -deul ha -yeoss -ni -deul ?

(you) homework PL do PST  INT PL

(i) *’Have you (sG) done your homework ?”

(ii) “Have you people done your homework ?’

b. @ sugje ha -yeoss -ni ?

(you) homework do PST  INT

(i) “Have you (sG) done your homework ?’

(ii) *’Have you people done your homework ?’

These examples illustrate a frequent use of Korean EPM, where it cooccurs with a null subject
understood as denoting a plural referent. The contrast in (39) further suggests that the occurrence of
EPM deul is required if the subject is read as plural.

The generalisation just hinted is however too strong, since a plural subject in no way
automatically triggers the occurrence of EPM deul, whether this subject be overt, as in (1a), (8a),
(27), (28a), or phonologically null, as in (40):

1% This type of plural marking has received various names in linguistic literature, e.g.: pluractional marker (Kwak
1996), copy plural marker (Kuh 1987, Lee 1991), thematic particle (Prost 1992), agreement plural marker (Park &
Sohn 1993), spurious plural (Kim 1994), non-nominal DEUL (Yim 2002), and extrinsinc plural marker (Song 1997) —
the term we are borrowing here. Some authors (e.g. Kuh 1986, Lee 1991, Prost 1992, Moon 1995) treat the noun-
phrase-internal plural marker (IPM) and the extrinsic plural marker (EPM) as homonymous morphemes, but, following
Baek (2002), we believe in the basic unity of deul, and that we should try and understand why the same morpheme may
occur, as it does, either noun-phrase-internally, or noun-phrase-externally, triggering the observed semantic effects.

7 Kim (1994) and Yim (2002) claim that EPM may occur with a nonplural subject, but we find all their illustrative
examples sharply ungrammatical.
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(40) [sajang :] - Kim gwajang -gwa Lee gwajang -eun
[general manager :] Kim head of department  and Lee head of department Top
yojeum wae an  boi -neun -ga?
nowadays why NEG See  PRS INT

[General Manager] *‘How come Mr Kim and Mr Lee are not seen around the office
these days ?’

[biseo] - g Nyuyog  jijeom -e  (*-deul) chuljang
secretary New York branch Loc PL trip
jung i -sibni -da.
in  COP +HON DEC
[Secretary] ‘(They) are visiting our New York branch.’

Furthermore, the fact that some morpheme within the predicate should be licensed by a plural
subject does not prove this element to be a subject-agreement marker, since various predicate-
internal expressions similarly select a plural subject without being agreement markers, e.g. English
one another, respectively, together, and floating quantifiers:

(41)a. The {*child/children} sent owls to each other.
b. The {*child/children} broke the spell together.
c. Our {*only child/two children} respectively picked a blue and a red flying broomstick.
d. Our {*son/sons} {both/all} bought new flying broomsticks.

The semantic effects associated with EPM deul are actually rather similar to those triggered by
plural-subject-selecting adverbs and quantifiers. In (42b), for instance, EPM deul forces us to
understand that the two characters sang and enjoyed themselves together, whereas this effect is
absent from (42a), where EPM deul fails to occur:

(42)a. Chanu -wa  Minsu-ga nolae -leul sinnage -bull-eoss -da.
Chanuand MinsuNOM song AcCc have-fun sing PST DEC
‘Chanu and Minsu had fun singing.’

b. Chanu -wa Minsu-ga nolae -leul sinnage -deul bull -eoss -da.
Chanuand  MinsuNOM song AcC having-funpPL sing PST  DEC
‘Chanu and Minsu had fun singing together.’

[adapted from Yim 2002 :190 ; translations our own]

In (43b), contrasting with (43a), EPM deul emphasises the plurality of the subject, thus triggering a
distributive-like semantic effect, tentatively captured by our English translation:

(43)a. Hangug eomma-deul -eun mad -jasig -ege gidae -leul
Korea mother L TOP first child DAT expect ACC
manhi ha -n -da.

much do PRS  DEC
“The mothers of Korea expect much from the eldest child.’
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b. Hangug eomma-deul -eun mad -jasig -ege -deul gidae -leul
Korea mother L TOP first child DAT PL  expect ACC
manhi ha -n -da.

much do PRS  DEC
“The mothers of Korea all expect much from their eldest child.
[adapted from Kim 1994 :317 ; translations our own]
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4.2.2.6. Synthesis

The assumption phrased under (24) correctly predicts the distribution of the plural marker
deul in all the Korean examples discussed above. In such cases as (8a), where plural specification
on the noun phrase is motivated by a preidentified specific (hence rigid) referent involving several
atomic entities, the plural marker deul naturally occurs, in keeping with (24a). This accounts for the
often-noted affinity between deul-type plural markers and definite readings (cf. Kurafuji 2001 on
Japanese tachi). The examples in (32), (34i) and (35a) however show that deul-NPs in Korean may
also be read as indefinite — always triggering an extensional construal of their referent.

4.2.3. Inflectional and non-inflectional plural markers
4.2.3.1. The inherent nature of plural morphology

We would now like to relate the above results to a remark made by Ramstedt (1939: 35),
who identifies deul as a noun which forms a compound with the noun it attaches to, but ‘can as well
be considered (an) independent word’.

We propose to rephrase this idea as in (44) :

(44) Assumption Il
The French plural spells out the positive value of an inflectional feature.
Korean deul is a lexeme, and as such does not have a negative value.

Formally, we propose to characterise inflectional features as a subclass of functional features which
have a binary value (). The negative value of an inflectional feature may correlate with unmarked
morphology. Inflectional features instantiate an advanced stage of grammaticalisation. Examples of
inflectional features are the [+Past] specification in French (with [-Past], known as ‘Present’,
generally correlating with zero morphology), and the [t£Plural] specification discussed in this
article. Due to the inflectional nature of the plural, nonplural morphology — known as singular —
in French is syntactically ambiguous between number unmarkedness and number deficiency, as
represented in (12). With noninflectional features, on the other hand, morphological absence is
either interpreted as phonological deficiency (ellipsis) or equated with syntactic absence: thus, the
English sentence John came is construed as containing no adverb at all rather than as involving a
negative value of, e.g., now or tomorrow. As regards number, (44) predicts that if the plural marker
spells out a noninflectional feature, as we assume is the case in Korean, a nonpluralised noun phrase
is unambiguously construed as number-deficient — i.e. is always associated with a representation
similar to (12b). In other words, while plural morphology occurs in both Korean and French,
‘singular morphology’ is a relevant concept for French but not for Korean.

'8 The contextual semantic effects of EPM are a tricky issue which calls for a separate study (see fn. 10). Our examples
(41b) and (42b) are only meant to suggest that the semantic import of EPM goes beyond the topicality effects that may
correlate with rich subject-predicate agreement.
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4.2.3.2. Empirical evidence

In support of (44), we shall now provide some empirical evidence that the Korean plural
marker deul is more weakly grammaticalised and has more lexical semantic content than does
French-type plural morphology.
4.2.3.2.1. Korean ‘particles’ are lexemes

Most Korean ‘particles’ have been shown to derive from identifiable lexemes: Kim (1996)
thus argues that ga (the nominative particle) derives from a noun meaning something like ‘set’;
mada (the distributive translated as ‘each’) derives historically from a noun meaning “unit, singular
entity’; buteo (the morpheme translated as “from’) from a verb (butda) meaning ‘to stick’), and so
on. It is thus likely that deul similarly originates as a lexeme, whose exact identity remains an open
issue for us at this point.

4.2.3.2.2. Pluralising mass nouns
Korean deul may interestingly combine with a noun which denotes a mass of continuous
matter such as SAND, OIL, or MONEY, to produce a derived meaning construed as a set of atoms:

(45) geu -neun eongdeongi -e but  -eun molae-deul-eul teol -eoss -da.
3H ToP  backside Loc stick ReELsand PL ACC brush pPsST  DEC
Lit. “He brushed off some sands which had stuck to his backside.’
= *He brushed off a number of sand particles which had stuck to his backside.’
[adapted from an example drawn from the KAIST database ]

(46) gunbam -jangsa-ha-yeoseo moa du-eoss-deon  don  -deul-do
roast chestnut trade do by means amass PST REL money PL also
geoui badag -i na -SS -da.
almost bottom NoMm appear PST  DEC

Lit. “Even the moneys which he had put aside by selling roasted chestnuts
almost let the bottom show.’
= *Even the heap of bills and coins which he had put aside by selling roasted
chestnuts almost let the bottom show.’

[adapted from an example drawn from the KAIST database]

(47) nakksi-ha-I saenggaghaji-ma !
fishing do REL think NEG.INJ
‘Don’t think of fishing I’
Yeogi-n gileum-deul ppun i -da.
here TOP oil PL only cop DEC

Lit. “There’s nothing here but oils.”
= “This place is nothing but a cluster of oily spots.’
[adapted from an example drawn from the KAIST database]

These data are especially unexpected under the assumption that all Korean nouns should be
parameterised as having mass denotations in the lexicon. In a sense, the Korean nouns molae, don
and gileum would seem less strictly mass-denoting than their English or French homologues
sand/sable, money/argent and oil/mazout, which cannot be made to denote atoms of continuous
matter when combined with the plural.*®

¥ n English and French, pluralising such nouns as sand, money or oil at best allows a reading involving the covert
insertion of a TYPE classifier, e.g. :
(i) ?Three oils have leaked from this ship.

= “Three different types of oil have leaked from this ship.’
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4.2.3.2.3. deul as an enumeration closure
Korean deul also occurs to close enumerations, where it is traditionally identified as a
‘dependent noun’:

(48) sagwa, bae, podo deul -i sigtag wi -e nohyeo iss -da.
apple, pear, grape PL NOM table top Loc lie EX DEC
Lit. 'Apple, pear, grape, deul are lying on the table'.
= *Apples, pears, grapes, those things are lying on the table.’

As an enumeration closure, Korean deul contrasts semantically with such expressions as English
and so on or Latin et coetera, which crucially point to an open set. Korean deul indicates the
plurality of an extensional set: thus, in (48), it emphasises the fact that the closed set of objects lying
on the table is composed of several different subsets. This semantic property is in keeping with the
extensional effect of deul described above, and with the assumption that Korean deul might be
intrinsically referential, hence nominal.

4.2.3.24. deul as an Extrinsic Plural Marker

The assumption that Korean deul is noninflectional in nature is in keeping with its EPM behaviour,
briefly discussed above in section 4.2.2.5: EPM deul is not obligatory from a morphosyntactic point
of view, and its semantic effects are those of a lexeme whose nonoccurrence is construed as an
absence at all levels of representation, rather than as the unmarked value of a binary feature.

4.2.3.2.5. deul and other “plural’ lexemes

In Korean grammars and dictionaries, deul is mentioned alongside two other ‘plural marking’
devices . The morpheme ne is listed as a plural marker in, e.g., Ramstedt (1939) and the recent
Standard Korean Dictionary, and noun reduplication in Ramstedt (1939) and Baek (2002). Ne and
noun reduplication are far less productive than deul, whose distribution is itself, as argued above,
more restricted than that of the French/English-type plural. The examples presented below in (49)
and (50) bring out the semantic contrasts between the three Korean ‘plural’ markers: deul-NPs are
construed as extensional sets, as illustrated by (49b) and (50b); ne-NPs trigger an associative-plural
effect, cf. (49c); and noun reduplication triggers what we might call a string effect, which our
translation attemps to capture in (50c¢):

(49)a. geu  -geos -i balo  eonni -ga  wonha -neun geos -i -da.
DM  thing NOM exactly sister NOM want REL thing COP DEC
‘That is exactly what my (elder) sister wants.’

b. geu -geos -i balo  eonni -deul -i wonha -neun geos  -i -da.
DM  thing Nom exactly sister NOM want REL thing COP DEC
‘That is exactly what my (elder) sisters want.’

C. geu -geos -i balo eonni -ne  -ga  wonha-neun geos -i -da.
DM  thing NOM exactly sister NOM want REL thing COP DEC
“That is exactly what my (elder) sister and her lot want.’

d. *geu -geos -i balo eonni -eonni -ga  wonha -neun geos  -i -da.
DM  thing Nom exactly sister NOM want REL thing COP DEC

Interestingly, this option is not available in Korean without an overt classifier, while pluralisation is possible with an
atomising effect, as witnessed by (44)-(46).
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(50)a. geu  -neun maeul -e dochagha -jamaja,

3msGc TOoP village Loc arrive as soon as

(@) jib -eul  bangmunha -yeoss -da.

(he) house Acc visit PST  DEC

‘As soon as he arrived in the village, he visited {the/his} house.’
b. geu -neun maeul -e dochagha -jamaja,

3msG Top  villageLoc arrive as soon as

(@) jib -deul -eul bangmunha -yeoss -da.

(he)  house ACC  Visit PST  DEC

‘As soon as he arrived in the village, he visited {the/his/some} houses.’
C. geu -neun maeul -e dochagha -jamaja,

3msG TOoP village Loc arrive as soon as

(@) jib -jib  -eul bangmunha -yeoss -da.

(he)  house ACC  visit PST  DEC

‘As soon as he arrived in the village, he visited {several houses in a row/
a row of houses}.’

d. *geu -neun maeul -e dochagha -jamaja,
3msG TOoP  village Loc arrive as soon as
(@) jib -ne  -leul bangmunha -yeoss -da.
(he)  house ACC  visit PST  DEC

This competition between deul, ne and noun reduplication, as plural markers, gives further
empirical support to our assumption (44).

5. Conclusion : explaining the French-Korean contrasts

We argued in section 4 that what distinguishes Korean deul from the French-type plural
morphology is not its ‘optionality’, but rather its noninflectional character. We would now like to
suggest that it is the inflectional nature of the French-type plural which accounts for its correlating
with intensional readings, which we have shown to be unavailable with Korean deul. The central
contrast between the Korean-type and French-type plural markers is their rigid vs. nonrigid
semantics, not the Collective reading associated with number deficiency — which is common to the
two languages. Our prediction is that only inflectional plural markers (as opposed to noninflectional
ones) may allow intensional readings, and hence undergo binding, be involved in number
agreement or exhibit narrow-scope effects. We assume that the inflectional or noninflectional nature
of number marking is a relevant parameter for grammatical typology (to be added to Corbett’s 2000
survey of properties), and that it is quite independent from the determiner issue: thus, Russian and
Hindi, discussed by Dayal (1992, 1999, 2002), have no articles but have inflectional number;
whereas Korean (like Chinese [lljic 1994, Cheng 1999], Japanese [Ishii 2000, Kurafuji 2001,
Mizuguchi 2001], Indonesian [Chung 2000]) combines lack of articles with noninflectional plural
marking. French and English, as well as Hungarian (Farkas & De Swart 2003) have inflectional
number and articles. Can a language combine (definite and/or indefinite) articles with
noninflectional plural marking? We leave this as an open guestion.

We must now go back to the issue raised in sections 1 through 3: why are Collective-read
number-deficient noun phrases more restricted in their distribution in French than in Korean?
Suppose that we are correct in assuming that only an inflectionally-pluralised (French-type) noun
phrase, as opposed to a lexically-pluralised (Korean-type) noun phrase, is open to intensional
readings. It follows that in an inflectional-number language such as French, number deficiency
associated with the Collective reading competes with the plural for denoting intensional sets
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(whether kinds, or properties). From an interpretive perspective, however, the Collective reading
involves a ‘massification’ effect - the blurring of the individuals which constitute the set - whereas
the plural preserves the atomised construal of these individuals. In other words, number deficiency
correlates with a mass-type interpretation (the Collective effect), which the plural fails to trigger.
When inflectional plural morphology and Collective-read number deficiency are both available in
the same language (as is the case in French), Collective-read number-deficiency is hence likely to
get restricted to those styles, referents, and contexts which pragmatically motivate the de-atomising
(mass) effect: the more the referent calls for an atomised reading, the less felicitous number-
deficient syntax appears. On the other hand, in a lexical-plural language such as Korean, the plural
triggers a rigidity effect; it follows that number deficiency takes over all intensional readings,
including those which call for the plural in French because of its preferred atomising effect: cf. (3b),
(22). In Korean, the plural, because of its semantic rigidity, is more restricted in its distribution than
it is in French, and correlatively, there is no available grammatical strategy in this language to force
an atomised AND intensional construal of a kind.

Summarising, the leading assumptions developed in this article are the following:

» The mass/count distinction is not a semantic primitive rooted in the lexicon but always an
effect of morphosyntax.

» Number deficiency in syntax correlates with Mass and Collective readings in both Korean
and French.

o Lexical plural markers (such as Korean deul) should be expected to be distributed and
interpreted differently from inflectional plural markers (such as the French plural).

* In order for a plural marker to grammaticalise into an inflectional feature, it must acquire a
negative value.
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The syntax of extraction: derivation or constraint
satisfaction?

Robert Levine

1 Filler/gap constructions: two approaches

Historically, filler/gap constructions such as those ini{&ye been approached two walys:
(1) a. THAT book, you should purchase.
b. Which book does Leslie think you should purchase
c. Thisis the book which Leslie told me she thinks | shouldchase .

Transformational approaches posit a sequence of repedserstin which the filler is initially in the
position notated by the underline in (1), which is then rated, possibly via a series of movement
steps, to its final position on the left of the highest claUSehematically, the derivational approach
can be illustrated in (2):

(2) S = S = S
\ | T
S S XP S
s XP s tep s
T — T~
XP e tep
= S
— T
XP S
—
— T
txp S
— T
T
t)(p S
T~

The material presented in this paper partially overlaph wie content of Levine and Sag (2003).
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There are two crucial aspects to the analysis depicted in({2dhe filler is the same object at the
end of the derivation as the in-situ category at the begmpirnthe derivation, merely relocated by
movement, and (ii) a series of intermediate traces is lettamh of the positions occupied by the
trace in transit, in addition to the trace demarcating iiginal position prior to movement. Just
what these traces consist of is a recurring issue for dégivalt theories: they range from proper
subsets of the grammatical specifications of the extraaeztory to full-blown ghost copies of the
moved constituent, complete with descending constitueunttsire. Compare this picture to the HPSG
connectivity mechanism linking fillers and gaps given in (3)

o s
oc

.S

[SLASH {}}

..._Xp{SLASH {}}

Connectivity in ensured by constraints on feature desonptin HPSG, which have the effect of
guaranteeing thatLASH specifications on daughters are reflected inghesH specification of the
mother; that the value LASH reflects a particular subset of the grammatical specificatad the
filler, and thatsLASH is cashed out at a structural position corresponding to atitaant which
matches the grammatical specifications bornsibysH, and therefore those of the filler as well.
Casual comparison of (2) and (3) might suggest that thegseseptations are essentially equiva-
lent. Indeed Chomsky has insisted, over much of his careeth@empirical indistinguishability of
monostratal representations with ‘base generated gap#eoone hand, from derivationally derived
gaps as per (2). IhnGB (Chomsky (1981)), for example, he asserts their ‘virtudistinguishability’,
arguing that the problem of choosing between them is ‘ayfamdrginal one’, later on strengthening
this claim to the bizarre assertion that all nonderivatidghaories of filler/gap linkages are ‘trans-
formational theories, whether one chooses to call them dhatot)’ (Chomsky (1995), p. 403).
Over the past two decades, the notion seems to have cirdulateertain circles that monostratal
feature-linkage analyses of filler/gap constructions athing more than old wine in new, not very
interesting bottles. It is true that during the past seweals Chomsky seems to have rethought this
position and has attempted to motivate the superiority @fibrivational approach. Though there is
certainly much to say about the logical coherence and eoapistatus of Chomsky’s recent claims
along these lines, the discussion below focuses insteadtablishing that the view of derivational
and nonderivational theories of extraction as notationakwts is altogether misguided, and that not
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only are there clear framework-architectural differenoesveen the approaches, but that the radical
inadequacy of derivational approach to extraction on guiattual ground makes the monostratal
position—which as I'll argue is the logically strongest jiim# one can take on—distinctly preferable
on uncontrovesial methodological grounds.

The problem with framework comparison taking extractioemtmena as the basis is tlsatgle
filler/gap linkages do not sharply distinguish between tfegljgtions of derivational theories in which
a constituent changes its structural position in the coafse derivation vs. those of monostratal
theories in which nothing moves, but where instead a smalbfseery general constraints have to
be satisfied at all structural positions. To drive a wedgevbeh these two fundamentally different
worldviews in anempiricallypointed way, it is necessary to examine their relativetytii accounting
for constructions in which a single filler is linked to two oone gap sites.

2 What multiple gap constructions tell us

The first point is straightforward: in a single filler/muliggap construction, such as the parasitic gap
phenomenon, the finale of the derivational picture lookdiketthat in (2), but rather like (4):

(4) S
/\
XP S
/\

Axpe€l ...[kp €]

What is the relationship between the filler and the two gagedis no well-defined formal operation
corresponding to movement of two distinct daughter camsstits to a single phrase structure position,
as emphasized by Gazdar et al. (1982). That is, a singlegek@chanism to the two gap sites is in
principle unavailable given movemesitmpliciter. Only two possible choices are available:

¢ there is one kind of linkage mechanism between the filler arelaf the gaps and a different
kind of linkage mechanism between the filler and the other gap

e there is only a single kind of linkage mechanism availableveen fillers and gaps, and in
multiple gap construction there are two separate instapicihe same mechanism.

In the first case, there is an obvious asymmetry: one of the geyst represent a trace of the filler, so
that the other position must be occupied by a phonologicallysomething which is not a trace. In
the second case, movement is the sole linkage mechanisnthicdges, which entails that there is, in
addition to the movement bringing the overt filler to its s position, a second movement leaving
the second trace—with the second moved element then neteseaisible. Here the asymmetry is
between the movement chain linking the overt filler to the giggy on the one hand, and that linking
the null filler to the gap site, on the other.

Both variants, and various hybrids, exist in the literatusicking to very familiar examples,
Chomsky (1982) manifests the first alternative and CorgrEr@84), later adopted in Chomsky (1986)
the second, which has become known, in spite of the fact tbatr€ras first proposed it, as the
Barriers approach. But the plausibility of such approaches is ontasg as the arguments for the
asymmetry assumed. The following are the principle ones &aare of:
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¢ the so-called Kearney paradigm;
o the distribution of finite clause subject gaps;
e the supposed asymmetry of weak crossover;

e supposed (anti)pronominality effects and alleged catab@strictions on parasitic extraction.

Each of these supposed phenomena has been used to motiadteah dichotomy among filler/gap
chains in at least certain multiple-gap constructionsnfatan (1990) cites this data in arguing for a
distinction between true gaps and p-gaps, and Kiss (20@&hats this evidence apparently under the
impression that it constitutes support for an asymmetenalysis of p-gap constructions.

But the data supporting this dischotomy turns out in evelsed® be illusory, in many cases
straightforwardly clearly derivable from processing doaisits that are, in the relevant respects, con-
figurationally blind. When these are sorted out, none of th@esed evidence for chain asymmetry
in multiple gap constructions turns out to be relevant.

There is, in fact, positive evidencagainstthis asymmetrical characterization of multiple gap
chains. | will argue later that in addition to parasitic g@mstructions there is

e asymbioticmultiple gap construction which is intractable on deriwatll accounts predicated
on an asymmetry between filler/gap linkages, and

e a pattern of apparent case-inconsistency between theapdtiple gap constructions which,
though at first glance compatible with a ContreBasfiers-style analysis of asymmetrical
chaining, turns out to be badly mispredicted by such appresc

2.1 The Kearney paradigm

The primary argument in the literature for chain asymmaetrg-gap constructions is, as far as I am
aware, given in Chomsky (1986). Chomsky cites the followg examples, due to Kearney (1983):

(5) a. Which books about himself did John filbefore Mary react]?
b. *Which books about herself did John fti§pefore Mary react]?
Chomsky observes that

Example [(5)a] is a normal parasitic gap construction, Igd}] is ungrammatical. It
follows, then, that thevh-phrase in [(5)a], [(5)b] is extracted from the positiontphot
from the position of the parasitic gap As Taraldsen had originally assumed, the latter
is truly ‘parasitic’.

While hardly transparent, the reasoning seems to be thig:géip constructions were instances of
multiple, i.e., symmetrical, gap phenomena, reconswuaif the filler should proceed symmetrically
to yield identical effects in both (5)a and b. In both casés, result would be a structure with a
reconstructed filler compatible with one antecedaritnot the otherand so both should be bad. What
we instead find is that the reconstruction is good when thplasras compatible with the subject of
the clause containing the ‘true’ gap, but not otherwise. Jihwlest conclusion, the reasoning seems
to be, is that the overt filler reconstructs only to the maswsk gap site, which must then be its
transformational point of origin.

But this frequently accepted conclusion, echoed for exanmgFrampton (1990) and Kiss (2001),
is demonstrably incorrect. Consider first the contrast:
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(6) a. Which pictures of himself did John go to England withielling Mary to send t to the INS?

b. ??*Which pictures of herself did John go to England wititelling Mary to send t to the
INS?

The pattern and the quality of the contrast here is exactigligh to that in (5), but there is only
one gap site, hence necessarily the ‘true’ gap site in bateéscand hence nothing remotely like the
explanatory line Chomsky, Frampton, Kiss and others assaespectively for (5) here can apply in
the case of (6). There is no structural difference whategexéen the two examples in (6). The sole
difference is that in (6), an incompatible potential antkxrd is linearly closest to the reflexive within
the filler.

This observation suggests that we might well be able to amaté the ill-formedness in (5) were
we able to rearrange the structures involved somewhat sthéhantecedent in the ill-formed case in
(5)b were closer to the filler than the unmatchable poteatitdcedeniohn And this is possible: as
we have learned from Haegeman (1984), parasitic gap catisiniof the form VRAL XP/1 have well
attested analogues X®¥P/1l. Consider the result of replacing in (9) the right-adjuretsion of the
p-gap with the left-adjunct version:

himself

(7) a. There were pictures @[f *herself

} which John put into circulation once Mary approved

of.

b. There were pictures of herself which once Mary finally dedishe liked/approved of, John
put into circulation.

And for completeness,

(8) a. There are pictures of himself which John wants to piat immediate circulation, though
they’ll take Mary a while to get used to.

b. There are pictures of herself which, though they’ll takarivla while to get used to, John
wants to put into immediate circulation.

The goodness of (7)b and (8)b immediately refutes Chomgkgtker implicit) account of the Kear-
ney paradigm in (5). For when the parasitic-gap adjunct postedes the main VP, the Kearney
effect disappears completely. On Chomsky’s account, tligldvhave to mean that for structurally
unmotivated reasons, reconstruction into the parasiforges suddenly possible, in spite of the sup-
posed fact that the overt filler has no direct syntactic i@ship with this gap site. And if such
reconstruction were possible, then what could possiblgkbibin the case of (5)?

The conclusion we come to then is that the Kearney paradignbéan badly misunderstood ever
since its first introduction into the literature as a juséfion for the possited asymmetry of p-gap
constructions, and in fact is at best irrelevant to the qoest

2.2 Nominative subject p-gaps

A second argument for chain asymmetry is given in ChomskgZ)1,9Cinque (1990), Frampton
(1990) and Postal (1998), based on the supposed ill-foresedaf parasitic gaps in finite subject
positions. Examples such as those in (9) are often offerdtliagations of this claim:
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(9) a. *Jack, whpl heard about ; before you said ; would hire us... (Frampton (1990), p.68.)

b. *Someone whoJohn expected ; would be successful though believing is incompe-
tent...(Chomsky (1982), p.55)

c. *The militant who they arrested; after learning_; was__; carrying a gun...

Since true gaps have no problem extracting from finite stlpgesition, such examples, taken to be
representative, have been important supporting evidemcthé position that parasitic gaps really
involve a different relation to overt fillers than true gaps dBut again, examination of a slightly

wider range of data shows that whatever difficulty such exasypose for acceptability, they are very
far from from being representative of the general case. @ensxamples (10):

(10) a. [Which people]did you invite__j without thinking__j would actually come?

b. Jack, whpeven before you said ; would hire us | was favorably disposed towards, is
a prince among men.

c. There go [the Endaby twins]who as soon as | realized; were on their way over to visit
me | made immediate arrangements to avoid

There are so many good examples of such p-gaps that the d¢lainthey are in general bad seems
without any solid foundations.

2.3 Weak crossover

The next set of claims | want to address posits a distinctesween true and p-gaps (and, in parallel
fashion, between the first gap in an ATB extraction and a Wahg gap as per Munn (2001)) based

on the claim that there is a class of extractions which aresnsteptible to weak crossover (WCO)

effects, and that these include parasitic and non-leftm@stdinate structure gaps. The basic argu-
ment here is presented in Lasnik and Stowell (1991). Theg tie contrast between examples such
as (11)a and b:

(11) a. *Whg did his lawyers make a convincing case f¢? t
b. Whaq did the jury acquit after hjdawyers made a convincing case f¢ t

Lasnik and Stowell argue that p-gaps line up with missingolbgonstructions, clefts, non-restrictive
relatives and other instances of what Postal has referrad ®-extractions’, which he and Cinque,
offering somewhat different variants of the analysis, hanggied should be analyzed as instances of
null resumptive pronouns. | don’'t want to say too much abbatrtargumentation, which consists
of taking a reasonable generalization about extractedatqs; generalizing it against all factual
evidence to allA fillers, then exempting the counterfactual cases by agytiat the gaps are not
traces and hence their proposed WCO condition will not appfhem—an argument roughly like
claiming that the observation that all primes greater tharedd is too weak, that/ prime numbers
must be odd, and then arguing that the claim is justified if weidk that 2 is not a number. But
the crucial point is that Lasnik and Stowell’s position—uwalhiis a centrepiece of Munn’s (Munn
(2001)) analysis of multiple-gap constructions—turns tmube empirically completely unfounded.
Parasitic gaps indeed manifest WCO effects, if the p-gagaspin a place where—to summarize
altogether insufficiently—there is insufficient materiatroduced into the discourse to establish a
credible antecedent for the pronoun. There are two suchaedasf p-gaps:
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e subject p-gaps;
¢ |eft-fronted adjunct p-gaps
Consider the first kind of case, exemplified in (12):
(12) His fan’s ideas about Robis work materiallyimproved Robin’s work.

As we would expect, such cases of cataphora are quite ledat af versions of binding theory. The
pragmatics of ordinary discourse seem to require that aitepeof the NPRobin’s workinvolve
some kind of appropriate contrastive or emphatic stresghimieffect seems irrelevant to the syntax
itself. Suppose now we attempt to form a subject p-gap ondbesiof (12):

(13) ??*[Whosework]; did his fan’s ideas aboutjematerially improve t ?

This sounds pretty dreadful—a classic, typical WCO effiectact. And as proof of this, note that we
can ameliorate the effect by using the standard technigiredasing the denotational specificity of
the extracted element, a point noted in Wasow'’s groundimgakork on the WCO effect in the early

1970s:

(14) [[Which reknowned master of fictigri$ work]; did his fan’s ideas about;enaterially improve
t?

Similarly, the other well-established technique of fozialg the pronoun works in these cases exactly
as in standard WCO examples:

(15) a. Whedid *(even) hig mother complain about?
b. Whaq did his *(own) mother complain about?

c. [Whose work];j did even hisown fan’s ideas about;dail to materially improve f ?
Next, consider the Haegeman variant of adjunct p-gaps imexion with the supposed WCO-
immunity of p-gaps:

(16) a. I've found that whatl can’t understand; tuntil its; author explainsjeto me is basically
anything in post-WWI! literature.

b. *I've found that what until its; author explains;eto me | can’t understand is basically
anything in post-WWII literature.

c. I've found that whatuntil my agent explainsjego me | can't understand ts basically
anything in post-WWII literature.

These examples amxactlywhat we predict on the assumption that p-gaps are subjecetusply
the same WCO effects as any other kind of ‘true’ gap. They stmnwelusively that there is no chain
asymmetry between parasitic gaps and the gaps that thepatatively parasitic or?

2In any case, as exhaustively documented in Postal’s unataioly overlooked (1993b) discussion of weak(est)
crossover, Lasnik & Stowell's claims about topicalizatenmd other ‘weakest’ cases are factually untenable: ‘inagert
circumstances, extractions under at least topicalizatiefting and nonrestrictive relative clause formatioryddd WCO
effects, even when... the extracted phrases are not in aisg sdaracterizable as “true quantifier phrases™. (p. 546)
Munn (2001) appears to wish to retain Lasnik & Stowell’'s angunt at least insofar as it putatively applies to multiplp ga
constructions; he cites Postal's WCO paper approvingtygesting that he accepts Postal's demonstration of Lasmik a
Stowell's empirical failings so far as single-gap constiuts are concerned, but thinks that it still holds for npléigap
constructions. The data cited above of course show thatilk &8towell’'s claims about multiple gap constructions are
as unsupported as those pertaining to the single-gap capéicated in Postal’s extensive counterevidence.
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2.4 Alleged antipronominality

Finally, it has been claimed in Cinque (1990), Postal (1298) Munn (2001) that p-gaps (along with
other supposed B-extractions) do not tolerate extracfrons sites that are resistant to the appearance
of pronominal forms. This claim is extremely easy to falsgg consider, e.g.,

friend friend
(17) a. 'ma(n)s brother ; of Thorkill Skullsplitter, but Terry isn'ta(nX brother » of his/*him
ally ally

friend
a. There are [certain peopiglou can’t do business with j unless you're a{ relative } of
ally

(18) *There are certain people whose you can’t do businegsumiless you're a relative of.

Many other examples are given in Levine et al. (2000) andrieeY2001). It seems very difficult to
maintain the claim in question unless one appeals, as iraPd€98), to the possibility that such
environments rule out overt weak definite pronouns but atlowert instances of such pronouns—a
position that Postal himself acknowledges has no indepersigport and amounts essentially to a
diacritic invoked to neutralize real counterexamples.

3 Evidence against chain asymmetry

3.1 Symbiotic gaps

The foregoing discussion establishes the essentiallytivegzoint that the chief published arguments
for chain asymmetry in derivational theories of p-gap Igiaeg are entirely spurious. We now move to
positive evidence that that chain-asymmetric approaahesittiple gap constructions are profoundly
misconceived. Consider the data in (19), whigoghgaps seem to be within islands:

(19) a. What kinds of books do authors ofirgue about royalties after writing ?

b. ??What kinds of books do authors of malicious pamphlgissaabout royalties after writing
?

c. *What kinds of books do authors ofargue about royalties after writing malicious pam-
phlets?

If either gap is a ‘true’ gap, then the argument for chain asytny essentially disappears in the
case of subject-gap/main VP gap or main VP gap/adjunct ga@ppeonstructions—in which case
multiple-chain analyses such as tBarriers analysis make no sense. The only defensible position
seems to be to assume that subject and adjunct gamateally parasitic, or as | shall call them,
symbiotic, i.e., depend ogach othefor licensing.

Can such constructions actually be licensed by movemembappes? The short answer is no. In
particular:
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e Under Chomsky’s 1982 approach@oncepts and Consequendesd also Cinque (1990)), a
parasitic gap starts out in DS @so, and is subsequently coindexed with the filler linked to
the ‘true’ gap site’; otherwise identification pfo is impossible (or the functionally determined
equivalent reasoning). Island conditions apply to allales, regardless of how they arise. But
both gap sites are islands. Hence there is no legal extretctiestablish a filler that can license
the other gap.

e On Kayne’s 1983 ‘connectedness’ approach, a free gap canestdblish a connection to a
parasitic gap if the path from the parasitic gap to the tryg @ be continuously xmediated
in terms of what Kayne calls the g-projection path. Longdbaoted that in order to yield
the correct results for p-gap constructions, it was necgdsaensure that each node in the
projection path be properly governed. But on this assumpiicturns out however that the
g-projections of the subject gap and the adjunct gap bothitete before a connected path can
be established, leaving the legal examples in (19) preslymticensed, as charted in (20),
where superscripts indicate g-projections.

(20) S
,/\
XP; S
/\
NPt VP
/\ /\
N PP VP PP
S T T
P tL P S5
/\
NP VP2
T
V €

e Chomsky’s 198@arriersapproach does not actually contain a particularly satisfg@account
of gap parasitism, since in the end it posits a technicaleewiChain Composition constrained
by 0-subjacency—which is never reconciled with the existenf subject islandhood and sub-
ject parasitic gaps. It seems fairly clear from Chomsky&cdssion in 87 that he regards IP as
directly dominating the adjunct, in spite of the fact thaheples such adnd go to England
without signing these papers | withake it clear that the adjunct is part of the VP. To ensure
the parasitism of parasitic gaps, it is necessary orBiduiers analysis that the adjunct and
the subject not only function as barriers themselves bui|aking categories, ensure that the
dominating maximal projections closest to them—which i ¢hse of the subject is clearly IP
but for the adjunct must be VP—are barriers for any movemeginating within the subject
and the PP respectively.

For symbiotic gaps there are only two possibilities: Wiephrase originates in the subject or in
the adjunct island. If the subject is the source, then thpikstied prohibition on adjunction to
DP entails a direct movement through IP (which itself alsahgsits adjunction). But a move-
ment from a barrier immediately under IP entails that IP ¢e@s a barrier by inheritance for
that movement. The result is of course a decisive subjacdntation ruling out (unsupported)
subject extraction. But, while PPs are not L-marked andefloee count as barriers, adjunc-
tion to PPs is actually admitted in Chomsky’s analysis Bagiers, pp. 65-66). What then



168 R. Levine

blockswh movement from the adjunct itself, and empty operator adjanavithin the main

VP? Clearly, Chomsky'’s discussion of the Kearney paradigakens it clear that he does not
envisage this possibility.

In fact, this possibility is clearly ruled out for parasiggaps under Chomsky’s notion of Chain
Composition. Chain composition requires that the head@p#rasitic chain be 0-subjacent to
the lowest element in the true-gap chain. Consider (21):

(21) Which papers did you file without reading _?

If wh percolated from thadjunctclause to the highest [Spec,CP], and the empty operator main
verb object adjoined to VP (from which it could go no highégn we would have the situation
depicted in (22), in which Chain Composition could not occur

(22) C
/\_
which papers 1
/\
D v
\ .
you v P
/\: /\:
0?2 \Y; tl P
\ /\
L P c
file 2 | — T

The head of the parasitic chain, the empty operator, is aggghfrom the bottom trace of the
true chain by the barrier PP. Hence the conditions on Champg@sition cannot be met.

In exactly the same way, if in the case of (19)a we attemptedéahe adjunction escape hatch
to allowwh to move from the adjunct phrase to the highest Spec positienyould have the
null operator phrase within the subject NP, unable to esaagduther. This operator would be
separated from anything outside the subject by the NP baand still further by the main VP,
adjunct PP and adjunct CP barriers from the tail of the trierchHence Chain Composition
would be ruled out on this scenario. Nor cowti originate in the subject DP, since it would
have to pass through two barriers on the way to matrix Spesh@sn in (23):
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(23) C

D

[what kinds of books]

Therefore the approach in Chomsky (1986a) mispredictsekammples such as (19) are ill-
formed.

Nonetheless, ChomskyBarriers proposals for gap parsitism are seriously compromised by
the fact that O-subjacenty is impossible for subject pticagap Chain Composition unless, as
Chomsky himself observes, ‘the empty operator [moves] bstibject position (which is a bar-
rier) at S-structure, where Chain composition is licengpd6). But where will it go? By stip-
ulation it cannot adjoin to NP, which it must to render IP a4tamrier for Chain Composition.
Chomsky never actually provides a solution, merely notiaguely that ‘several possibilities
might be pursued, but the question remains obscure’ (p@6&. of the motivations of Framp-
ton’s treatment of p-gap phenomena was clearly to prop&se@ers-framework alternative to
Chomsky’s technically highly problematic treatment of gepasitism.

e Frampton’s (1990) treatment of parasitic gaps, a kind ofiaybf Kayne’s connectedness with
Chomsky’s null operator treatment Barriers incorporating hisvh-deletion analysis in ‘On
wh movement’ (Chomsky (1977)), is in effect a derivationalamstruction of the multiple
licensing of extractions pathways linked to a single fillErampton’s strategy is to dissociate
the formation of chains from the history of movement, andlimxawh NPs to spontaneously
delete, leaving, in a manner never made particularly expkctrace behind which can then
be gathered into a chain, as he puts it, by an SS-level operathich requires subjacency
between all links. Adjunction is excluded to the ‘potenéiejument categories’ DP, PP and CP.
In Frampton’s systenq is subjacent t@ in (24)a but not (24)b:

(24) a. z
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where both Y and Z are barriers. Barrierhood is reserveeeftir non-L-marked categories
or those which inherit barrierhood from blocking categstielow them, along familiar lines.
Frampton however allows adjunction to IP, yielding the cgunfation

(25) C
/\_
Spec C
/\
C IP
/\
a IP

Even though CP inherits barrierhood from IP, it will not beaarier for a trace which is not
properly dominated by the IP it inherits barrierhood fronenide, if the CP in (25) is L-marked,
it cannot be a barrier. However, adjunction is restrictethieycrucial condition that it is possible
only to a category whose head canonically governs the mowsstituent. Thus, in (25)x
cannot be the DS subject of IP.

With these components in place, Frampton attempts to exflaipattern of judgments in (26)-
(27):

(26) a. *Who do friends of hate Tolstoy?

b. *Who did you praise Bill because you like?

(27) a. Which author do friends of admire?

b. Who did you praise because you like?

In (26)a,whomay not adjoin to NP, which is forbidden in principle, or te $ihce the subject is
not canonically governed by Infl. Hence it must move diretdljSpec,CP]. But since both the
non-L-marked subject NP and the barrier-by-inheritancer@vene, subjacency is violated
in this movement and the example is ill-formed. In (28)o can legally move as far as the
[Spec,CP] of the clause. Since PP is not L-marked, it canssta barrier, to which adjunction
is moreover ruled out by fiat. Hence the head of the VP comtgitiie PP does not canonically
governwhoin its highest legal position within PP, and therefattgocannot adjoin to VP, which
then constitutes a second barrier that may not be crosshdwtiviolating subjacency.

In order to motivate (27), Frampton no longer has to rely @xibnstruction-specific stipulation
of Chain Composition which Chomsky introducedBarriers, and which, as noted, still faces
the technical impasse of subject gap parasitism. In (2gayh phrase object cidmirelegally
adjoins to VP, then to IP and moves into [Spec,CP]. The subfexdmireremains a barrier as
in (26)a. But the prepositional object within this subjeeed not, in this case, move itself. It
can spontaneously delete, i.e, become a trace, leavingtush&i configuration in (28):
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(28) C
47\
which author I
|
friends [pp of t7] v
/\:
tt Y
/\
Y t!
\
admire

The twowhexpressions are freely coindexed in DS. Superscriptsifgiené original ‘history of
derivations’ for the two separateh expressions. We have, according to Frampton’s constraints
on chain formation, two legal chains

. 1/ /
(29) a. (vhich authort!”, t!', th)
b. (which author t”, t?)

Crucially, there is a legal chain which includes the highieken oft! and the sole element
of the second ‘history of movemertf. Since the nominal head of the subject L-marksdhe
PP, the latter is not a barrier, and hence there is only aesiDl barrier intervening between
betweent and €. Thus the chain (29)b is legal. A similar derivation willdigse (27)b. Here
there will be a legal chain reflecting a history of movementrirthe object oto to thewh
phrase in [Spec,CP], and a second history of movement wigyssr termination is in the Spec
of the adjunct CRou like If the wh phrase in the latter position morphs into a trace, we have
for the critical part of the structure the tree in (30), wilgain, the sole barrier circled:

(30) VP
/\
t” VP
F
/\
t VP P cp
/\ ‘
Vv tt because 2/ |

| . I e

praise you liked ¢

Adjunction to PP is ruled out. Here again, however, there ¢han which can be formed
linking t” to t legally, with only a single intervening PP barrier. This ithis parasitic on the
‘history of movement’ linking thevhfiller to its DS site as the object dike.

And, as we might expect, the same problem with connectednéblsse cases carries over to
Frampton’s trace-based analogue. It is obvious that whengap is within a subject DP and
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the other within an adjunct, there is no ‘history of movemaeitich can provide the materials
for a chain that will includesithergap. For the very reasons that Frampton has been at pains to
explain, neither of the coindexaeh phrases that would have to be assumed in DS in (19)a can
reach Spec of the matrix CP. As already explained in conmeetith (26)a and b., they will
be prevented by subjacency from extracting from DP and atljgR respectively: adjunction
to the PP subject by an internah phrase is ruled out in principle, and so is adjunction to PP,
leaving neither barrier-internal operator able to essdibé history of movement which can be
utilized to license a gap corresponding to ‘spontaneoletidel of the other. Thus Frampton’s
account falsely predicts that gap symbiosis does not ooddnglish syntax.

The upshot of all this is that no reasonably explicit P&P tiyed p-gaps has anything that looks like
even the beginning of an account of symbiotic gaps.

3.2 Case conflict and its resolution

Finally, consider examples such as (31).
(31) Robinis someone wheven good friends of ; believe ; likes power entirely too much.

The filler here is linked to two gap sites, an accusative mijomal object and a nominative finite
clause subject. Such mismatches seem to support the pasieibthere is an aysmmetry between the
two chains that p-gap constructions comprise: if both gagrewnked to a single filler in precisely the
same way, the latter would have to share case specificatibin®oth gap sites.In contrast, a double
chain analysis, for example, aloBgrrierslines, seems to fit the bill: there will be literal connediyvi
only along the true filler/gap pathway, while the null operas linked to the true filler/gap pathway
only anaphorically, sharing indices but pdeatures, so that we would have the situation in (32)

(32) wh; [Nom]... Oj [Acc]...t; [Acc]....t; [Nom]

So the possibility of case mismatches seems to be predistedly this is a plus for the asymmetrical
chain analysis?

In this case appearances are particularly deceiving, fturits out that none of the movement
approaches considered has a straightforward way of adoguiar the fact thatsuch mismatches
will occur only when the overt filler is morphologically neak with respect to case markin@n the
Barriers approach, the true and parasitic gap are supposed to bénckegeendent of each other. So
then why then do we have the following data?

(33) a. *Him , even friends of ; think _; likes power entirely too much.
b. He | very muclbouBT __wants to have anything to do with us.

c. Robin is someone who(*mbnce | realized ; wouLD be coming to the party | made a
special point of being nice to ; .

The Barriers analysis gets these dead wrong: if the two chains are linkeelypby Chain Compo-
sition in such as way that (31) is good, then certainly (3®)autd be good, since the structure is
literally identical to that of (32):

(34) Him; [Nom]... O;j [Acc]...tj [Acc]....t [Nom]
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All that is different is that the case on the filler is phonatagly visible. On the other hand, (33)c is
nothing more than the mirror image of (32):

(35) whom [Acc]... Oj [Nom]...t; [Nom]....t [Acc]

Again, contrary to various urban legends about finite cleauggect p-gaps being blocked, there is
nothing in the least wrong with the case-neutral versior38)¢, which presumably is structurally
absolutely indistinguishable from (35). What makes alllbhe cases bad seems to be nothing more
than the overt morphological form of the same case spedditathich supposedly corresponds to
good examples when it is covert. The same case, that is,spamels to a well-formed result when
unmarked, but an ill-formed string when spelled out, badywo theoretically coherent account even
vaguely suggested by the form of derivational approachesaeement phenomena. In response to
this serious embarrassment, one might want to assume dngtaaCase identity between the two
chains reallywasa condition on chain composition—in which case, of course,would incorrectly
predict the badness of (31).

4 Conclusion: the superiority of HPSG
We conclude with the following observations:

e The HPSG theory of p-gaps, which is in a sense the HPSG thddijed/gap UDCs itself,
takes the putative ‘true’ and the alleged ‘parasitic’ gapisé on a complete par with each other.
Hence the Kearney paradigm facts are just what we would ¢xgeen the Pollard and Sag
(1994) binding theory along with certain processing casts that seem, in view of (6), to be
necessary independently of multiple gap construction.

e The well-formedness of nominative subject p-gaps cormredpado the HPSG null hypothesis,
and hence nothing further needs to be said about it.

e The HPSG theory of p-gaps, since it treats all gaps on a patreat symbiotic gaps exactly the
same as parasitic gaps, assuming the general positioromg sstands taken in Pollard and Sag
(1994) (and strongly supported by the complementary wqeknted in Kluender (1998), Kroch
(1989) and others sources). Note that the Pollard-Sag &uBjendition predicts the well-
formedness of the symbiotic gap examples, since it imposasguage-particular restriction
on English grammar that a gap within in an English subjecttrhasmatched by a gap in the
VP of which the subject is a valent. This formulation corhggredicts the fact that the gaps
need not correspond to the same filler, as documented in Hak@ievine (1989):

(36) a. There are [certain herog8jat that | find [long stories aboutltj too boring to listen
tot.

b. There are [certain herog#fjat [long stories aboui}; invariably prove to be too boring
tolistento§ .

c. [Which heroes]are [long stories about }j bound to be too boring to listen tp?
Cf.

(37) ??*Which heroes are long stories about bound to be tbhdodentertain Robin.
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Itis not in the least obvious how any of the P&P parasitic ggmatheses are going to be able to
license gaps in subjects that do not correspond to the saglyosrue’ gaps which in one way
or another are going to have to license them, at least giveagharently universal assumption
that English subject positions are syntactic islands.

The case mismatch facts fall simply and directly out of theectype hierarchy presented in
Levine et al. (2000). Briefly, we replace the case subhibsaof English in (38)a with (38)b:

(38) a. case b. case
T . T
nom acc acc nom
1

pacc  nom&acc pnom

To implement this solution, Levine et al. (2000) proposeftil®wing case values for various
English NPs.

he [CASE pnoni
him [CASE pacd
whom [CASE pacd
who  [CASE nomé&acd
Robin [CASE nom&acd
t [CASE casd

(39)

\

This solution gives us exactly what we want both in more tgpaxamples (where there are
constraints on case assignment, but no case mismatches) amel previously problematic
examples like (31 and (33). Consider the following exanples

(40) a. Who(*m) likes him?
b. Who(m) does he like?

Here, assuming the case theory we have outlined, the ssatproperties oikesassigmom

to the subject of this verb in the first example, @t to its object in the second. However, on
our proposahomis really just an abbreviation for eithpnomor nomé&acc The wordwhois,

as specified in (39hom&acg and is compatible with the case assignnparim ensuring that
the first example will be licensed whehois the filler. The wordvhom however, is specified
as a (purepccelement, so it is not compatible with aemcase assignment, and therefore the
first example is correctly ruled out whevhomis the filler. Similarly, in (40)baccis just an
abbreviation foraccor nom&acg andwhois nom&acg compatible with thewcc specification

of the object trace, whilevhomis pacg which is also compatible withcc Both variants of
this example are therefore correctly predicted to be good.

We are now able to address the case connectivity problenrasipia gap examples like (31).
On the account we have provided, this problem essentiafigpgiears. The following tree
illustrates the licensing of such sentences:
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(41) s
NP S
[LOC[ 1] [cASE nom&acd [SLASH {[1]}1]
who
NP[SLASH{[1]}] VP
[SLASH {[1]}]
Adjunct N’ ‘
\
even friends of NP Y
SLASH {[1
[ ‘ { 1 believe
t [CASE acc] NP vp
[SLASH {[1]}] [SUBJ[ 1] [CASE nond]
\ T
t{CASE nom&acgd \% VP

[VFORM fin] e
| be closely watched

should

The short story here is that the morphsyntactic specificatiocluded under theoc description are
token-identical to those a&fLASH, which, looking at it from the ‘top’ of the representatioppears on
any subset of the daughters of the clausal sister to the &lteris shared between mother and daughter
down to a point where it appears in the syntactic descrifif@category which also structure-shares
thatLoc specification. All components of thedc description must be matched, including the case
value. The case value assigned to the subjembig which subsumes the descriptinnom&acg the
case value assigned to the objecatx; which also subsumes that description as per (38)b. Hence
both subject and object can be token identical taLthe value of the filler, each can be realized as an
empty category, and the example is licensed.

As a last resort, one can imagine an effort to incorporat&fP8G analysis I've just sketched into
something like théBarriers analysis. But it's hard to imagine a natural, or even renygpddusible
way this could be done while still allowing empty-operab@aded chains to involve genuine out-and-
out case inconsistency as necessary, for example, in igisbjact constructions:

(42) He is [Oj tough to pleasealt

The problem of course is thae is pnom while the trace, and the empty operator that shareg its
features, is eithepaccor nom&acc It thus appears that the relationship between chains iapp-g
constructions would have to impose a condition of chain isbescy which somehow gave rise to the
effects alluded to above, while the relationship betweenahtecedent chain and the MO chain in
MOCs would have to overlook such conflict. | am not aware of @m®ans to ensure this outcome in
a plausible, nonstipulative fashion.

One possibility would be to incorporate something like thsechierarchy already sketched into
the Frampton account of multiple-gap constructions, nibistanding the emprical failure of that ac-
count in the face of symbiotic gap constructions. One coulalgine a parallel analysis to the HPSG
account just sketched, with the filler of conjunctive cageetylinked by two separate chains to gap
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sites compatible with the typgomé&acc Nowhwere in P&P Case theory, to my knowledge, has any-
thing along these lines been proposed, but let's assumbé possible. The fact is that the possibility
of instantiating such a solution in Frampton’s analysisustitmot be surprising, given the nature of
that analysis—which is, fundamentally, an effort to imp&erha single filler/multiple gap analysis by
an archaic theoretical technology forced to achieve theeatbgffect via separate establishment of
multiple histories and then replacement of all but one offilfers with traces—in a manner which
is essentially arbitrary if it turns out, as | have arguedt tihere is no structural basis for positing
an asymmetry between some ‘true’ history of derivation andhe hand and the remaining parasitic
histories. To put it bluntly (but, I think, fairly), Framptés analysis is an inevitably clumsy effort to
replicate the feature-percolation model of UDCs in clessi&PSG using a singularly unsuitable bit
of machinery based on movement. Grafting a type-hieraatbmution from HPSG onto an awkward
transformational simulation of a natural phrase-theormetiraction treatment merely underscores the
deficient nature of the movement analysis that requires reamgany imported fixes.

In short, none of the phenomena | have surveyed in this pather-kearney paradigm, WCO
effects, the distribution of finite clause gaps, pronomipadymbiotic gaps and case inconsistency—
support any deviation from the strongest possible hypathasout extraction, which is that there
is a single mechanism linking a single filler to all gap sitsd that there is no asymmetry in any
respect in the establishment of these multiple linkagesd thms is an outcome which follows di-
rectly from the constraint-regulated feature percolaaarhitecture of HPSG. It does not require an
at best multistage, formally inexplictimulationof a direct, symmetrical linkage; it expresses this
linkage directly, as the null hypothesis—an hypothesisciwhithink the evidence shows is not just
the strongest but also the most likely to be correct.
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Relational adjectives as properties of kinds
Louise McNally
Gemma Boleda

1 Introduction

This paper fits in the context of a current movement in formal semantics to reanalyze as INTERSECTIVE
most or all adjectives that have been treated as predicate modifiers in the tradition of formal semantics.
The specific goal of the paper is to provide an intersective analysis of so-called RELATIONAL adjectives
such as Catalan técnic (‘technical’) in (1). (1a) entails that Marti is an architect ((1b)) but not that he is
technical ((1c)) — indeed, técnic sounds rather anomalous when applied to Marti:*

(¢D)] a. El Marti és arquitecte tecnic.
‘Marti is a technical architect.’
b. |= EI Marti és arquitecte.
c. #EI Marti és tecnic.

In this respect, técnic does not behave like a prototypical intersective adjective such as male, which, in
the context NP is Adj N licenses not only the entailment that NP is N but also that NP is Adj, as shown
in (2). The term ‘“intersective’ refers to the fact that the semantic composition of the adjective and noun
can be characterized in terms of the intersection of their extensions, as represented in the translation in
(2d):

2 a. Marti is a male architect.
b. |= Marti is an architect.
C. |= Marti is male.
d. T(male architect) = Ax [male(x) A architect(x)]

Rather, técnic and other relational adjectives appear to be SUBSECTIVE: in the context NP is Adj N they
license only the entailment that NP is N.

" We are grateful to Olivier Bonami, Daniéle Godard and to audiences at the 1% EHU-Nantes-Cognitive Science
Workshop on Syntax and Semantics, the Cinquiéme Colloque de Syntaxe et Sémantique a Paris (CSSP ’03), and
Universitat Pompeu Fabra for comments and suggestions.

! Throughout this paper we use the symbol “#’ to mark expressions which are, on our analysis, semantically
anomalous, and “??” to mark expressions which sound unacceptable to us without our making any a priori
commitment to the reason for their unacceptability.
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Since the failure to entail NP is Adj could not readily be explained on an intersective analysis,
Siegel (1976) and others after her have analyzed subsectively interpreted adjectives as predicate
modifiers, that is, as properties of properties, rather than properties of individuals, as represented in (3).

) T(arquitecte técnic) = Ax[(technical(architect))(x)]

The predicate modifier analysis, also used for adjectives such as former, does not entail that the set of
individuals described by the noun phrase has the adjectival property, since that property is not directly
ascribed to those individuals.

Despite its ability to account for the entailment facts, there are at least two problems with the
predicate modifier analysis when applied to certain classes of adjectives. First, as Larson (1998)
observes, the analysis postulates an ambiguity for many adjectives which is difficult to justify. While a
sentence like (4) might be ambiguous between a reading that entails that Olga as an individual is
beautiful and one that does not, that ambiguity intuitively involves more what beautiful is modifying —
Olga herself or her dancing — than anything in the lexical semantics of the adjective itself.

(@) Olga is a beautiful dancer.

In this respect, it seems a mistake to account for what we might call the event-related reading of (4) by
treating the adjective as ambiguous between a property of individuals and a predicate modifier.

Second, and perhaps more importantly, the predicate modifier analysis makes it difficult to
explain why the putatively nonintersective reading is sometimes available even when the adjective
appears to be predicated of something of type e. For example, beautiful in (5) is most naturally
understood as describing Olga’s dancing, even though it does not modify any noun, and following the
standard semantics of copular constructions, should be predicated directly of Olga.

5) Look at Olga dance — she’s beautiful!

Unless some kind of ellipsis is postulated, the predicate modifier analysis cannot explain why sentences
such as (5) are grammatical and mean what they do. Yet ellipsis is difficult to justify: there is no direct
antecedent for a hypothetically elided noun dancer, and we would also have to explain why the
indefinite article a, which would be necessary to form a grammatical postcopular NP, is also elided.

Partee (2001) makes similar observations for what she calls PRIVATIVE adjectives, such as fake.
If Adj is privative, then NP is Adj N entails NP is not N, as in (6a). Nonetheless, privative adjectives,
though ostensibly nonintersective, also appear as simple complements to copular predicates, as shown
in (6b):

(6) a. That is fake fur |= That is not fur.
b. That fur is fake.

These syntactic distribution facts and other observations have led Larson and Partee to find a way to
treat event-related readings and privative adjectives intersectively.? Our proposal fits into this line of
research: We will argue that relational adjectives denote properties of KINDS, where kinds are modeled
as entities, following Carlson (1977). This proposal allows for an intersective semantics for these

2 As Olivier Bonami observes (p.c.), Partee (2001) says that privative adjectives are subsective; however, her
semantic analysis is intersective insofar as she treats them as simple properties, once the domain of objects is
extended to include fake objects.
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adjectives and at the same time explains some of the data which are problematic for the predicate
modifier analysis.

The structure of the paper is as follows: in Section 2, we provide some background on relational
adjectives; Section 3 offers some empirical arguments for their intersectivity, based on Catalan data;
Section 4 contains the analysis, a further argument for it, and a discussion of some additional
predictions it makes; and Section 5 presents our conclusions.

2 Relational adjectives

We take the term ‘relational adjective’ from the French descriptive grammar tradition, specifically from
work by Bally (1944:96-97), the first linguist we know of to have studied this kind of adjective. Bally
was interested in noun-adjective pairs such as chaleur solaire, ‘solar heat’ (his example), and
characterized relational adjectives (adjectifs de relation) such as solaire by the four properties that
follow.

First, these adjectives never appear prenominally in Romance languages such as French or
Catalan (#solaire chaleur), whereas other adjectives can occur both pre- and postnominally (forte
croissance vs. croissance forte, ‘important growth’). Second, according to Bally, they are not able to
appear as predicates in copular sentences: #Cette chaleur est solaire. Third, they are not gradable
(#chaleur tres solaire); this is usually related to their “classificatory’ or ‘taxonomic’ meaning. Finally,
they are often identified as denominal and semantically similar to nouns; as Bally (1944: 97) observed,
a relational adjective “transpose des substantifs sans rien changer a leur valeur de substantifs”
(“substitutes nouns without changing any aspect of their value as nouns’). This is related in his and
much subsequent work to an intuition that relational adjectives are ‘covert nouns’ which, among other
characteristics, saturate argument positions of the nouns they modify.

A closer look at these characteristics raises some puzzling questions about relational adjectives,
and in particular, about the predicate modifier analysis of them, at least for Catalan. First, the restriction
to postnominal position is very surprising if these adjectives are predicate modifiers. As can be seen in
(7), those adjectives which are arguably the best candidates for a predicate modifier analysis, such as
presumpte, ‘alleged’, never follow the head noun:

@) a. un presumpte assassi
‘an alleged murderer’

b. #un assassi presumpte

On the other hand, this postnominal position is the usual one for intersective adjectives, as can be seen
in (8a). (8b) shows that the position of relational adjectives with respect to the head noun corresponds
to that of an intersective adjective.

(8) a. un escriptor jove
a writer young
‘a young writer’

b. una malaltia pulmonar
a disease pulmonary
‘a pulmonary disease’
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Second, if relational adjectives were intersective, we would also expect them to be able to
appear as a predicate in copular sentences, and yet according to Bally and others (Levi 1978, Fradin and
Kerleroux 2003) they cannot. Failure to appear in postcopular position is one of the clearest
distributional characteristics of predicate modifier-type adjectives such as presumpte:

9 #L’assassi era presumpte.

If Bally’s observation were correct, the distribution of relational adjectives would be contradictory
indeed.

It turns out, however, that this second claim by Bally is not correct: Postcopular predicative uses
are in fact possible for relational adjectives, as has been previously noted by various researchers
(Demonte 1999, Picallo 2002),? and as illustrated in (10):

(10) a. El domini del Tortosa va ser només territorial.
“The dominance of the Tortosa [soccer team] was only territorial.’

b. Aguest congrés és internacional.
“This conference is international.’

c. El conflicte és politic.
“The conflict is political.’

The fact that relational adjectives share the syntactic distribution of other intersective adjectives, and
are distributionally unlike adjectives requiring a predicate modifier analysis, is a fundamental piece of
data to be accounted for.

The other two characteristics that Bally mentioned seem less crucially correlated with the
semantic type of the adjective, or at any rate do not constitute convincing reasons for holding on to the

¥ Examples also appear in Levi (1978: 254; her examples (7.5a-c)):
(1) The process by which compounds are formed is transformational.
(i) Her infection turned out to be bacterial, not viral.
(iii) His razor is electric.

However, Levi maintained that these cases necessarily involved ellipsis of a noun following the adjective, and
thus were not true cases of predicative uses. Although she does not develop a full analysis, she lists the steps that
a derivational analysis like the one she suggests would imply. For e.g. (iii), these steps are the following
(reproducing (7.6b), p. 255):

(iv) His razor is a razor using electricity.
(V) His razor is an electricity-using razor.
(vi) His razor is an electric razor.

(vii)  Hisrazor is electric.

Such an analysis is necessary to maintain the fundamental distinction that Levi makes between ordinary
predicative adjectives (true predicates) and relational ones (nominals acting as adjectives), which seems to be a
development of the intuition mentioned above that relational adjectives are “nouns in disguise.” Our analysis
considers them to be true predicates in Levi’s sense, as will be further developed in Section 4.
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predicate modifier analysis in the face of the two pieces of data just mentioned. On the one hand, while
it may be the case that all predicate modifier-type adjectives are nongradable, nongradability is not a
sufficient condition for denoting a property of properties: there are nongradable adjectives which are
unquestionably intersective, like solter, *single’.

On the other hand, denominal adjectives are not a homogeneous class. Some denominal
adjectives are clearly intersective, such as vergonyos, ‘shy’, derived from vergonya, ‘shyness’; others,
like ocasional, ‘occasional’, fall into the category that has been reanalyzed as intersective by Larson
(1998). At the same time, there are relational adjectives that are not synchronically denominal, such as
bélic, ‘bellic’, or botanic, ‘botanical’. Thus being denominal is neither a necessary nor sufficient
condition for being relational.

Readers familiar with the French descriptive grammatical tradition and its characterization of
relational adjectives may object at this last remark, since this denominal character was a fundamental
element in the original characterization of relational adjectives — indeed, it was the source of the term
‘relational’, since the adjective’s meaning involves relating the denotation of the head noun to another
individual identifiable via the adjective. For example, in the NP chaleur solaire, the adjective relates
the heat denoted by chaleur to the sun, recoverable from the semantics of the adjective. We do not
dispute at all the interest of this aspect of the semantics of relational adjectives, and it is something we
intend to account for within our analysis. However, we maintain (at the moment, without further
argument, though see the Conclusion for some comments) that a predicate modifier analysis is not
essential to capturing this characteristic, and thus that it should not prevent us from pursuing an
intersective semantics, as long as we foresee a means of accounting for the facts via that semantics.

Summarizing, we are, to some extent, calling into question the assumption that what have
traditionally been called relational adjectives constitute a single, well-defined class. Inthe remainder of
this article, we will take the syntactic distribution criteria as a starting point and will argue for the
viability of an intersective analysis for an important subset of those adjectives which have been
previously claimed not to permit such an analysis.

3 Further evidence for an intersective analysis

We will now offer three more empirical arguments against considering relational adjectives to be
predicate modifiers. The aim of these data is to show that relational adjectives behave like intersective
adjectives and unlike the core cases of predicate modifiers with respect to syntax and some aspects of
semantics. We conclude that an intersective reanalysis such as the one we will propose should be taken
seriously.

First, consider the distribution of the partitive pronoun en in Catalan. Roughly, en plays the role
of a nominal within an indefinite NP:

(11) a. Buscavem llibres, perd no en vam trobar.
We-looked-for books, but not EN did find
‘We looked for books, but we didn’t find any.’

b. Buscavem llibres; només en vam trobar un.
We-looked-for books; only EN did find one
‘We looked for books; we only found one.’
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When en is used, some of the material in the related NP can be stranded or dislocated, provided it is
preceded by the preposition de ‘of’:

(12) a. Noen vam trobar, de fotografies maques.
Not EN did-find, of pictures beautiful
‘Beautiful pictures, we didn’t find any.’

b. No en vam trobar, de maques.
Not EN did-find, of beautiful (talking e.g. about pictures)
‘Beautiful, we didn’t find any.’

As can be seen, among other possibilities, the stranded material can be the head noun plus one or more
modifying adjectives (12a), or simply the adjective, where the reference of en has to be recovered from
discourse or context (12b).

However, not just any adjective can be dislocated; crucially, those adjectives which constitute
the prototypical examples of predicate modifiers cannot:

(13) a. Noenvam veure, de presumptes assassins.
‘We did not see any, alleged murderers.’

b. *No en vam veure, de presumptes.
The key to understanding why only intersective adjectives and not predicate modifiers can appear in
this construction probably lies in the presence of the preposition de. As mentioned above, this

preposition is obligatory with dislocated nominals anaphorically related to the pronoun en, so that (14)
is not acceptable:

(14)  *No en vam trobar, fotografies maques.

Interestingly, the preposition cannot be used when the stranded or dislocated NP-related material is a
determiner (15), while it is compulsory when the material left behind is an adjective (16):*

(15) a. En vam trobar una.
‘We found one.’

b. *En vam trobar d’una.

(16) a. *Envam trobar maques.

b. En vam trobar de maques.
‘We found beautiful ones.’

While a complete analysis of this construction is beyond the scope of this paper, we posit that the
preposition de when linked to the pronoun en must be followed by a property-type constituent (for the
sake of convenience, represented extensionally here as of type <e,t>). This explains why nominals and
intersective adjectives cooccur with the preposition, while determiners cannot. Similarly, if adjectives

* In fact, Quixal, et al. 2003 used this property as a diagnostic for determining whether a lexical item is an
adjective or a determiner in Catalan.
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such as presumpte do not denote in type <e,t> but rather only in type <<e,t>,<e,t>> (or its intensional
counterpart), the unacceptability of (13b) follows directly.

Now if relational adjectives were of the same type as predicate modifiers like presumpte, we
would expect them not to be able to appear in the en construction. However, they can and do appear in
this construction, as shown in (17).

(17)  Enaquella epoca, de malalties, n’hi havia de pulmonars.
‘At that time, diseases, there were pulmonary ones.’

Given what we have said here about the conditions on the appearance of adjectives in this construction,
the acceptability of (17) is strong evidence that relational adjectives are of type <e,t>.

Another consequence of the difference in semantic type between adjectives like presumpte and
those like jove, and the source of our second argument for the intersectivity of relational adjectives,
appears in (18). Catalan, like other Romance languages (though unlike English, as a rule), allows
surface NPs which lack an overt noun, as in (18a). However, this Det AP (Adjective Phrase)
configuration is not possible when the AP is a predicate modifier, as (18b) shows.

(18) a. Els joves van venir.
“The young ones came.’

b. *Els presumptes van venir.
“The alleged ones came.’

Although, once again, a full analysis of this construction is not possible here, a simple explanation of
these facts would be that Catalan, unlike English, regularly allows for determiners to combine with
adjectives, as long as the adjective is of the appropriate semantic type. Given that the determiner, under
most assumptions, combines only with constituents of type <e,t>, we can readily explain the contrast in
(18).

As was the case with the en construction, if relational adjectives were of the same semantic type
as predicate modifiers, we would predict them not to occur in *headless’ NPs. Crucially, however, this
prediction is incorrect, as seen in (19):

(19) Les pulmonars son les pitjors.
“The pulmonary ones are the worst.’

A third piece of evidence that relational adjectives denote properties of individuals comes from
their failure to exhibit interesting scope effects in combination with other adjectives. If a noun
combines with more than one adjective, all of which are intersective, the order in which the adjectives
combine with the noun will not affect the denotation of the resulting noun phrase.” Thus, the nominals
in (20) denote exactly the same set of objects: shoes that are new and white.

(20)  a. sabates noves blanques
shoes new white
‘new white shoes’

® Saying this does not exclude the possibility that there might be preferences for certain adjective orderings over
others. See example (23) below for one such case.
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b. sabates blanques noves
shoes white new
‘new white shoes’

The failure of adjective order to affect the denotation of the nominal is due to the semantic rule for
composing the adjective and noun denotations. When Adj is intersective, we assume, following many
linguists before us, a rule such as the following:

(21) Forall N (or N’) eand A (or AP) g, [[a Al = [[«]] N [1A]

Given that intersection is commutative and associative, the result of intersecting the denotation of
sabates with that of noves, and then intersecting the denotation of the result with the denotation of
blanques, will be the same as the result of intersecting the denotation of sabates first with that of
blanques and then intersecting the result with that of noves.

In contrast, when a noun is modified by both a predicate modifier such as presumpte and
another adjective of whatever kind, as in (22), the order in which the adjectives combine with the noun
does crucially affect the denotation of the resulting NP. For example, (22a) entails that the referent of
the NP is young, while (22b) does not.

(22) a. jove presumpte assassi
‘young alleged murderer’

b. presumpte jove assassi
‘alleged young murderer’

As a first approximation, we can attribute this difference to the nonintersectivity of the semantic
contribution of presumpte. If presumpte is not intersective, there will be no guarantee that combining it
with a given noun and then combining the result with some other adjective will return the same result as
combining it with that noun previously modified by the same adjective.

Once again, the data demonstrate that relational adjectives behave like intersective ones and
contrast with predicate modifiers: the order in which relational adjectives appear with respect to other
(intersective) adjectives does not affect the interpretation of the noun phrase. The nominals in (23) have
exactly the same denotation:®

(23) a. produccié mundial pesquera
production worldwide fishing
‘worldwide fishing production’

b. producci6 pesquera mundial
production fishing worldwide
‘worldwide fishing production’

® Some speakers do not accept the ordering in (23a) for reasons which are unclear to us. However, what is crucial
is that all of those speakers who accept both orders assign the same interpretation to both nominals. In fact, these
examples are taken from a Catalan corpus (Rafel 1994), where both nominals appear in the same text and the
author is clearly referring to the same thing in both cases.
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Summarizing, we now have five pieces of data which argue for an intersective analysis of relational
adjectives: position with respect to the head noun, predicative uses, distribution within the en
construction, uses in ‘headless’ NPs and lack of scope effects when combined with other adjectives. We
now turn to developing such an analysis.

4 Analysis
4.1 Previous formal treatments

Relational adjectives as a separate class within the subsectives have received very little attention from
formal semanticists.” The most concrete proposal for a semantic analysis we have found is that in
Fradin and Kerleroux 2003 (hereafter F&K). F&K take seriously the intuition that relational adjectives
are deeply related to nouns, and their analysis builds on the observation that such adjectives often
modify nouns with more than one argument. On their semantics, the relational adjective predicates the
nominal property embedded in the adjective meaning of one of the arguments in the noun being
modified. For example, the function of cérébral, ‘cerebral’, in the nominal lobe cérébral, ‘cerebral
lobe’, is to predicate the property “brainhood” of the second argument of lobe, as in (24):

(24) T(lobe cérébral) = AxAy [lobe(x,y) A brain(y)]

Abstracting and generalizing, the schema for the type they propose for relational adjectives is that
represented in (25), where the adjective is of type <<e,t>,<e,t>> —in this sense, a predicate modifier —
but effectively intersective in the sense that it introduces a first-order property which is predicated of
one of the modified noun’s arguments.®

(25)  APAXlY [P(X, ..., Y) A N(x/y)], where N is the noun from which the adjective is derived.

F&K’s analysis, though technically a predicate modifier analysis, is intersective in spirit, and is similar
to ours in that the first order property introduced by the relational adjective does not (generally) modify
the referent of the modified nominal. However, the similarities end there: F&K’s central concern is to
account for the apparent argument-saturating effect of the relational adjective, while, as will become
clear below, this is not our first priority. We will leave additional comments on the differences between
our analysis and F&K’s until the final section of the paper.

4.2 A Larsonian intersective semantics

As noted above, our proposal is inspired in Larson’s analysis of event-related adjectives (Larson 1998).
Larson proposed that certain adjectives (in fact, many) denote properties of events rather than, or in

’ The most extensive analysis of relational adjectives (though not under that name) in the generative linguistics
tradition is probably Levi’s (Levi 1978). Levi’s transformational syntactic account treated relational adjectives as
nouns at Deep Structure, which were converted to adjectives in the course of deriving Surface Structure.
Although she does not offer any explicit semantic type assignment for these adjectives, her analysis of
predicative uses of them, sketched briefly in footnote 3, strongly suggests that her conception of relational
adjectives was very close to a predicate modifier analysis. See also Bolinger 1967 for extensive informal
discussion of these adjectives, which suggests an analysis similar to that proposed by Levi.

® F&K allow for the possibility that the adjective might modify any of the noun’s arguments, hence the “x/y”
notation; however, this aspect of their analysis is not crucial for our purposes and we will not comment on it
further here.
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addition to, denoting properties of ordinary individuals; thus, an adjective like bona, ‘good’, could be
translated as in (26a).° In addition, he posited that nouns quite generally have an event argument in
addition to their other, more familiar arguments, as illustrated with violinista in (26b). On the event
related reading of the adjective, the adjective modifies the event argument of the noun, as in (26c¢):

(26) a. T(bona) = Ae.good(e)
b. T(violinista) = AxAe.violinist(x,e)
c. T(bona violinista) = AxAe.good(e) A violinist(x,e)

In this representation, bona denotes a first order property and restricts the denotation of violinista, but
does so without being ascribed to the individual argument of violinista. The fact that bona denotes in
type <e,t> accounts for its acceptability in predicative positions; the fact that it modifies the noun’s
event argument and not its individual argument accounts for its apparent nonintersectivity.

The analysis we propose is analogous to Larson’s analysis for event-related adjectives, with the
difference that we make use of kinds rather than events. First, we posit that all common nouns have an
implicit kind argument,®® which is related to the individual-sort argument typically associated with
nouns via the Carlsonian realization relation R (Carlson 1977). We represent the general translation for
nouns, closely following Krifka, et al. 1995, as in (27), where the subscript k indicates a kind-level
entity and the subscript o, an object-level entity. Put informally, this analysis states that objects realize
the kinds of things that nouns describe:

(27)  For all common nouns N, T(N) = Axx AYo[R(Yo,Xk) A N(X)]
Thus, a noun such as arquitecte, ‘architect’, would receive the translation in (28):
(28)  T(arquitecte) = Axk AYo[R(Yo,Xk) A architect(xy)]

Second, we posit that those adjectives traditionally described as relational denote properties of kinds.
That is, they fall into the same sortal class as adjectives such as widespread or extinct in English.**
Thus, an adjective such as técnic will have the translation in (29); it can be truthfully applied to any
number of kinds — the kind architect, solution, translation, etc.:

(29)  T(tecnic) = Axy[technical(xy)]

As under this analysis tecnic denotes a property of a kind, and not of an individual, we need a special
noun-adjective (or more precisely, noun-adjective phrase) composition rule to combine the adjective
with the noun, as in (30):

° Of course, treated this way, this adjective would have to have other translations as well, corresponding to
properties of the other sorts of individuals it can describe. No doubt a better analysis would assign a single
translation to the adjective, on which it denoted a property of the most general sort of entity, a sort encompassing
both entities and events. However, for the sake of illustrating Larson’s analysis, we will use more specific
translations like that found in the text.

% This assumption neither excludes nor presupposes the presence of an event argument; however, we will leave
any possible event arguments out of the representations that follow to keep things simple.

! The intuition is also expressed in Bosque and Picallo 1996, and more indirectly in Bolinger 1967, though
neither of these works develop it into a specific semantic proposal.
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(30) If noun N translates as Axx AYo[R(Yo, Xk) A N(x¢)] and adjective phrase AP translates as
MX[A(Xk)], then [N AP] translates as Axk AYo[R(Yo,Xk) A N(Xk) A A(Xk)]

The effect of this rule is to restrict the kind described by the modified noun to one of its subkinds.

After the adjective phrase and the noun have composed, the resulting phrase still needs to be
saturated with two arguments — one corresponding to a kind, and the other corresponding to the
object-level individual described by the noun. We propose that the kind argument gets saturated by a
contextually-determined kind. This seems plausible because in most or perhaps all cases, this kind will
be uniquely identifiable in the context (indeed, this is the assumption behind Carlson’s claim that kind
terms are like proper names). Thus, the noun phrase arquitecte técnic translates as in (31), where we
use an indexed free variable (analogous to a free pronoun) to saturate the kind argument:

(1)  Axx AYo[R(YoXk) A architect(xy) A technical(x)](k)) = Ayo[R(Yo,kj) A architect(k;) A
technical(k;)]

This property of individuals can then be applied to an argument such as Marti:

(32) a. El Marti és arquitecte tecnic.
‘Marti is a technical architect.”

b. AYo[R(Yo,Kj)) A architect(kj) A technical(k)](m) = [R(m, k;) A architect(k;)) A
technical(k;)]

This analysis has the advantage that it does not directly ascribe “technicalness” to Marti, while still
entailing that a technical architect is an architect. It also predicts the unacceptability of #EI Marti és
tecnic mentioned above; that is, it predicts the apparent nonintersective behavior of the adjective. The
key here is that if the argument of the adjective does not denote a kind, the adjective cannot be
predicatively used: the sort of the adjective and its argument will conflict, and this sortal mismatch will
make the predication infelicitous.

In contrast, if the subject of a copular sentence containing a relational adjective does plausibly
denote a kind, the predication will be acceptable, as in (33):

(33) Latuberculosi pot ser pulmonar.
“Tuberculosis can be pulmonary.’

Thus, the analysis both predicts that relational adjectives can be used predicatively and accounts for the
conditions under which this use is possible.

4.3 A further argument for the analysis

Our analysis makes yet another correct prediction, which amounts to an additional argument in its
favor. This prediction involves adjective order. It has been noted (e.g. by Demonte 1999, Picallo 2002)
that relational adjectives always appear closer to the head noun than do other intersective adjectives,
illustrated in the following contrast:

(34) a. inflamacio pulmonar greu
b. #inflamacio greu pulmonar
‘serious pulmonary inflammation’
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Our analysis predicts precisely this pattern of word order possibilities.'? We first show how it predicts
the unacceptability of (34b). We assume the following translations for inflamacio, pulmonar, and greu:

(35) a. T(inflamacid) = Axx AYo[R(Yo,Xk) A inflammation(xy)]
b. T(pulmonar) = Ax[pulmonary(xy)]
c. T(greu) = Axo[serious(Xo)]

Let us assume that adjective ordering reflects order of composition, and that if greu appears closest to
the head noun, it must combine with it first. In order for this combination to take place, we must first
saturate the noun’s kind argument; only then will it denote a property of individuals that can be
intersected with the denotation of greu. That is, the translation of inflamacié greu will be as follows:

(36)  T(inflamacio greu) = Ayo[R(Yo,kj) A inflammation(k;) A serious(yo)]

But this resulting translation is not of the right sort to combine with pulmonar: the latter can only be
combined with something whose translation contains a lambda-bound kind argument. Thus, the phrase
inflamacio greu pulmonar is ruled out.

This problem does not arise if we combine inflamacié with pulmonar first and then with greu:

(37) a. T(inflamacié pulmonar) = Ays[R(Yo.Kj) A inflammation(k;) A pulmonar(k;)]
b. T(inflamacio pulmonar greu) = Ays[R(Yo,Kj) A inflammation(k;) A pulmonary(k;) A
serious(yo)]

After the relational adjective combines with the noun, we can saturate the kind argument and the result
will denote a property of the same sort as that denoted by greu. Note that this prediction is not
contradictory with examples such as those in (23) above (produccié mundial pesquera vs. produccid
pesquera mundial), as in these latter cases both adjectives are relational. As discussed in Section 3, our
analysis correctly predicts that both orders should be possible and lead to no difference in denotation.

4.4  Some complications in the data

4.4.1 Relational adjectives predicated of nonkinds

As noted in Section 4.2, our analysis predicts that relational adjectives should only take as arguments in
a predicative construction NPs that denote kinds (as opposed to ordinary individuals), and this
prediction appears to be largely borne out by facts such as (33) and (1c), repeated below for
convenience:

(38) a. Latuberculosi pot ser pulmonar. (=33)
b. #EI Marti és técnic. (=1c)

However, we have also found ostensible counterexamples to this prediction, in which a relational
adjective is predicated of a NP that arguably does not denote a kind in the context. (39) presents an
example.

12 Our analysis does not make any specific predictions concerning the ordering of relational adjectives with
respect to each other. In principle it permits variation in the ordering of relational adjectives (see the discussion
of (23) above), but of course other factors independent of semantic type per se may limit the ordering
possibilities. However, we must leave further exploration of this issue for future research.
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(39) Infection with tuberculosis spreads in two ways, by the respiratory route directly from
another infected person or by the gastrointestinal route by drinking milk infected with
the tubercle bacillus....In infections with M. tuberculosis, the tubercle bacilli commonly
affect the lungs, in which case the disease is known as pulmonary tuberculosis. By
contrast, infections with M. bovis often affect the bones and joints. About 90 percent of
all clinically recognized tuberculosis in humans is pulmonary. (the Britannica Guide
to the Nobel Prizes, http://www.britannica.com/nobel/micro/606_50.html)

The sentences in (10) above, repeated here in (40), constitute additional examples:

(40) a. El domini del Tortosa va ser només territorial.
b. Aquest congrés és internacional.
c. El conflicte és politic.

In all of these examples, the property denoted by the adjective is used to classify individual instances of
a kind that could typically be described using the adjective. For example, (40b) asserts that a particular
conference belongs to the (sub)kind of international conferences.

A thorough study of such examples (including their frequency and distribution in different types
of corpora) will have to await future research, but we would like to make a few preliminary
observations. Perhaps the most salient fact about such examples is that we have only found them
attested with common noun subjects, and the contrast between (38b) and the examples in (39)-(40) is
sharp.

One way to explain this contrast is to hypothesize that relational adjectives are susceptible over
time to extending the domain over which they denote. Perhaps they originate as properties of kinds and
then, as those properties become useful for subclassifying instances of these kinds directly, their
extension is expanded to include such instances themselves. Such an explanation would predict that,
statistically speaking, it will sound more felicitous to predicate a relational adjective of an individual
that is described using a noun denoting a kind for which that adjective is a well-established modifier
than it will be to predicate such an adjective of an individual that is described by an expression that
does not denote such a kind.** While we must evaluate this prediction carefully in future research, the
following case study bears it out.

As (40b) sounded very natural to us, we did a simple Google search for the expressions
“international conference” and “conference is international”. The first search returned about 3,720,000
hits, and the second, 251 hits. While these lists of hits contain irrelevant examples, certainly they
returned many, many relevant ones. We then did a search for “international bakery” and “bakery is
international”. This time, the former returned 1,910 hits (again, not all of which are relevant), and the
latter, none. This dramatic difference in hits correlates with our intuition that, even though (41a) is
perfectly acceptable (and was in fact attested), (41b) sounds very odd.

3 Moreover, this account might well also lead to explanation for the widely noted fact that many relational
adjectives also have a nonrelational meaning, as in (49):

(49)  a. Aquests pantalons s6n molt economics.
“These trousers are very economical (i.e., cheap)’

If our analysis is correct, cases in which a relational adjective is predicated of an individual for the purposes of
subclassification could be a first step in the development of such derived meanings.
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(41) a. Droubi's Bakery is an international bakery that is currently located only in Houston.
http://www.droubisbakery.com
b. ??That bakery is international.

We suggest that while international might be plausibly used to describe and subclassify any number of
kinds of things (including bakeries), its use as a classifier of bakeries has not become sufficiently
established for the adjective to serve as a direct property of individual bakeries.

It could be thought that this contrast is merely due to frequency: more frequent adjective-noun
pairs (be they relational adjectives or not) would lead to predicative examples, whereas less frequent
ones would not. However, this appears not to be the case: Google searches for “nice mouse” and “pink
table” returned a number of hits comparable to the “international bakery” case (2,680 and 1,660,
respectively), and their predicative counterparts (“mouse is nice” and “table is pink™) returned 183 and
65. This suggests that both the analysis and the explanation for cases like (40) and (41) are on the right
track, for it reveals two related facts.

First, for some adjective-noun pairs involving relational adjectives it is not possible to use the
adjective predicatively at all ((41b)), or it is only possible under very constrained conditions. Second,
even for adjective-noun pairs where we find the adjective predicatively applied to an NP headed by the
noun in question, we find that predicative uses involving a given relational adjective and a given noun
are proportionally much less frequent than predicative uses of a given nonrelational adjective in
combination with a given noun. For example, while the attributive uses of nice in NPs headed by
mouse are approximately 15 times more frequent than the predicative uses of nice with NPs headed by
mouse (based on the figures mentioned above), the attributive uses of international in NPs headed by
conference are 15,000 times more frequent than the predicative uses of the same adjective with NPs
headed by conference. This may explain why many people have the strong intuition that relational
adjectives cannot be used predicatively, even though this is clearly not the case. However, a thorough
statistical analysis should be performed in order to test whether these differences in distribution are
robust through the different classes of adjectives.

Given this explanation, we would predict relational adjectives to sound anomalous when
predicated of proper names because proper names are not classificatory expressions, and the set of
individuals described by a proper name, generally being a singleton, will not permit further
subclassification by a property such as one described by a relational adjective. We would also not be
surprised to find that the use of relational adjectives predicatively to subclassify ordinary individuals is
most frequent in specialized discourses, where the adjectives used for subclassification of a given kind
of entity are well known and the interest in such subclassification is obvious.

Obviously, this explanation for the facts in (40) runs the risk of weakening our analysis: If we
stand by it, we must admit that at least some relational adjectives can denote properties not only of
kinds but also of individuals. Nonetheless, we think this weakening is more apparent than real. First,
our analysis clearly accounts for the classic subsective behavior of relational adjectives. Second, it
forms the basis for a promising explanation of the complex distribution of relational adjectives
described in this section.
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4.4.2 The use of more familiar kind-level predicates within NP

Because we propose that relational adjectives denote properties of kinds and because nothing in
our analysis prevents any kind-level predicate from modifying a noun within an NP, we also expect that
we should find examples of the more familiar kind-level predicates such as extinct in NPs which are
predicated of ordinary individuals. However, as pointed out to us (Satoshi Tomioka and Olivier
Bonami, p.c.), sentences such as the following sound extremely odd:

(42) a.??Dino is an extinct dinosaur.
b. ??Tweety is a widespread bird.

We suspect that the oddness/nonexistence of examples such as (42a), involving extinct, is that such
sentences can never be true. If Dino is or was a dinosaur, it is entailed that that species of dinosaur
exists or existed (whether in reality or fiction) at the relevant time of evaluation, and if the species is or
was entailed to exist, it cannot simultaneously be or have been extinct, which is what the semantic rule
for combining adjectives and nouns requires. Thus, (42a) may well be odd, and similar examples
inexistent, because of their contradictory nature. A similar explanation can be provided for (42b): it is
pragmatically odd to assign the property of being a widespread bird to a single individual.

However, if this is true, we should find other, pragmatically plausible instances of kind-level
predicates modifying a noun within an NP predicated of ordinary individuals. In order to test this
prediction, we performed a series of Google searches for occurences of the adjectives extinct,
widespread, scarce, abundant, common and rare in this construction.** The searches were of course
only approximations, as no linguistic constraints can be set on current web search engines: we searched
for exact matches for “is a(n) A”, where A was one of the six adjectives just listed. For four of the
adjectives (rare, scarce, common, and, perhaps surprisingly, widespread), we found relevant examples
in the first 20 to 40 matches.™ These results clearly confirm our prediction. Some of the examples,
together with the original URLS, are the following:

(43) a. There are a number of reasons such a clamorous stir has developed with collectors
over this find: (1) It Is a truly a vintage piece from the early 1980's. (...) (5) It was not
printed in the United States, but is a scarce overseas piece.
http://www.findarticles.com/cf_0/mOFCM/4_32/112904360/pl/article.jhtml
b. This is a scarce figure of a railway engineer in fair to good all original
condition.(...)This is a scarce figure in good condition. (...) . This is a scarce item in
good all original condition. (...)This is a scarce Britains nurse in fair to good all original
condition.’®
http://www.collectorsworld.net/lead.htm

! These are the kind-level adjectives listed in Krifka, et al. 1995, one of the standard references on genericity and
kinds. We chose to search English examples because this class of adjectives is even smaller in Catalan than it is
in English, and the number of web pages in Catalan, much smaller as well.

1> Google returns an approximate total number of matches for the searches, which we report here: extinct (7,370),
widespread (109,000), abundant (22,700), rare (709,000), scarce (22,700), common (1,670,000).

18 It seems that this use of scarce is mostly found in collectors’ vocabulary.
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(44) a. The Ageing Labour Force is a Common Challenge for Europe
[Title, hence capital letters]
http://presidency.finland.fi/netcomm/news/showarticle279.html
b. "Sweet potato™ is a common nickname for what small musical instrument?
http://www.themusicstand.com/info/trivia/questions/0,1936,t,00.html

(45) Charlie Kaufman is a Rare Scribe
[Title, hence capital letters]
http://www.scre.com/cgi-
bin/news.cgi?v=news&c=Screenwriting_Coverage&id=031820048187

(46) SHIN SPLINTS is awidespread term for a variety of generalized symptoms for pain in
the lower legs.
http://www.doctorsexercise.com/journal/sum01.htm

Note that the example in (46) is parallel to that in (42b), which we suggested was unacceptable for
pragmatic reasons. What makes (46) different is that, while its subject does not denote a kind, it does
denote an entity which can have distinct realizations at distinct points in time, making it easier to satisfy
the truth conditions of the predicate: An individual term such as shin splints can qualify as widespread
because it is used on many occasions.

To sum up, it seems that kind-level predicates modifying nouns within NPs predicated of
individuals are in fact attested; however, it is also clear that they are relatively rare. Our hypothesis is
that this is for pragmatic, rather than semantic, reasons: Not many individual-denoting subjects fulfill
the restrictions that a kind-level adjective imposes on the predicate. We are currently undertaking a
statistical analysis that should shed more light on the facts discussed both in this subsection and in the
previous one.

5 Conclusion

In this paper we have shown how an intersective analysis of relational adjectives can be maintained if
we assume that they denote properties of kinds. Our analysis accounts for the predicative uses of
relational adjectives (and the conditions under which they can occur), their failure to induce scope
effects in combination with other adjectives, and the ordering restrictions on them that have been
observed. It also captures their “classificatory” flavor, noted by many researchers: If they are properties
of kinds, their main function will be to establish subkinds, that is, to further classify entities.

Treating relational adjectives as properties of kinds also has the consequence of substantially
expanding the class of kind-level adjectives. The literature on kinds has always given the impression
that the number of adjectives that select specifically for kind-type arguments is extremely small (see
Krifka, et al. 1995 and Section 4.4.2.). While there is no reason in principle why this class couldn’t be
so small, it is nonetheless puzzling that there would be only a handful of adjectives specialized for
talking about such a cognitively important category as we might consider kinds to be. Though it was
not one of our original goals, we consider it a welcome result that our analysis of relational adjectives
normalizes the category of kind-level adjectives in this respect.

At this point, our analysis leaves one important issue unaddressed: It says nothing so far about
the apparent argument saturation effect of relational adjectives — the sort of facts that Fradin and
Kerleroux’s analysis, discussed in Section 4.1, was designed to account for. While we must leave the



Relational adjectives as properties of kinds 195

resolution of this issue for future research, we think the key question to ask is whether this argument
saturation effect is real or simply apparent.

Our analysis commits us, in principle, to treating it as a byproduct, insofar as the relational
adjective directly restricts only the kind of entity that the modified noun describes, and doesn’t have
any argument saturating effect. Interestingly, recent work by Mezhevich (2002) argues precisely against
allowing relational adjectives to saturate noun argument positions directly, defending instead the view
that this “saturation” is in large part a contextual effect (see her paper for details). The analysis she
suggests for e.g. presidential advisor is the following (her (55a)), where R stands for a contextually-
determined relation:

(47)  Ax[advisor(x) A R(x, president)]

If Mezhevich’s arguments for the analysis in (47) are sound, then the criticism of our analysis that it
fails to account for the argument-saturating effect of relational adjectives will be greatly weakened.

As noted in the introduction, our proposal represents a further step in the project of simplifying
and unifying the semantics of adjectives. On top of Larson’s (1998) arguments for unification in the
direction of a simple property type, Catalan shows perhaps more clearly than English that the strategy
adopted by Siegel and others of “generalizing to the worst case” and analyzing subsective adjectives as
predicate modifiers is not satisfactory: It sheds no light on the fact that, in a language where a number
of distributional phenomena clearly distinguish intersective adjectives from nonintersective ones,
relational adjectives (and other subsective adjectives) clearly pattern with the former.

Moreover, there is a methodological advantage to trying to reanalyze subsective adjectives as
intersective. It is possible to provide a predicate modifier semantics for these adjectives without having
to pay close attention to the differences in the kinds of subsectivity different adjectives exhibit — for
example, the fact that occasional restricts the denotation of a noun by restricting some aspect of its
temporal dimension, while pulmonary restricts a class of individuals to those that have something to do
with the lungs. In contrast, the intersective analysis proposed by Larson for occasional is not remotely
plausible for pulmonary, thus forcing us to be much more explicit about the differences between the
two types of adjectives, while at the same time allowing us to capture something that they have in
common.

The move to an intersective semantics for at least some of the subsective adjectives entails
providing a much finer-grained semantics for nouns. However, how best to do this is not a trivial
question. Larson proposed adding an event argument to the argument structure of nouns. Our extension
of his analysis has led us to add a kind argument as well. When one contemplates the possibility of
having to add even more arguments in order to account for other kinds of modification, representing the
lexical entailments of nouns in a more richly structured fashion like that developed in Pustejovsky
(1995) begins to look appealing. We hope that additional work on the varieties of adjectival and
adverbial modification will help to answer this question.
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Local Semantics in Head-Driven Phrase Structure
Grammar

Manfred Salilef

1 Introduction

Semantic research is generally divided ifgwical semanticéL. S) andcompositional semanti€€S).

LS is concerned with the relation between a semantic furantdrits arguments, either in terms of
semantic selectional restrictions in terms oflinking, i.e., the relation between syntactic comple-
ments and semantic argument slots. CS focuses on the wayich We semantic contributions of
constituents in a sentence are combined to arrive at thegpnetation of the sentence. The central
notion here is the scope of quantifiers and other operatdngs devision of labor in semantics has
its parallel in syntax, which, for example, is evident in #evs. A-bar syntax of Government and
Binding Theory. In the case of syntax, the modularizatiod tre interaction of the two “kinds” of
syntax have been studied fairly thoroughly. On the semaidie, however, the relation between the
two kinds of semantics is still not so well understood.

In this paper we will contribute to the study of the LS-CS rfdee by reviewing two empirical
phenomena, linking and selectional restrictions. We wilgose a distinction between local and non-
local semantics which will be embedded in a general linguikeory,Head-Driven Phrase Structure
Grammar(HPSG, Pollard and Sag (1994)). We have chosen HPSG bedasse rigidly formal-
ized linguistic framework (Richter, 2004), and for both L&JeCS it offers a number of substantial
proposals to build on. In recent years techniquesirderspecified semanti¢gave become popu-
lar within HPSG (Egg, 1998; Egg and Erk, 2002; Copestake.e2@03; Richter and Sailer, 1999,
2004a). We will demonstrate that these techniques allove uketine a modular devision of the two
kinds of semantics within a linguistic sign.

In the rest of the introduction we will characterize what welerstand by docal phenomenon
and present the structure of a linguistic sign as given insthadard form of HPSG. In Section 2
we will discuss two local semantic phenomena. In Section 3wligoresent a concise introduction
to the framework ofLexical Resource Semanti@ghich can incorporate the LS-CS distinction. A
conclusion will round off this paper in Section 4.

1.1 Local Phenomena

We will try to illustrate what we understand bylacal phenomenon in contrast teonlocal phe-
nomena. Local phenomena are typically determined by lexical propertie$ @ncern the relation
between a head and its dependents. In contrast tortbigpcalphenomena are largely independent

*I am grateful to Olivier Bonami, Frank Richter, Jan-Philigpehn, and to the CSSP reviewers for their comments.
Thanks also to Guthrun Love for her help with the English.



198 M. Sailer

Figure 1: Architecture of a linguistic sign according to B3&d Pollard and Yoo (1998)
[phrase i
PHON  phonological structure
[synsem

i [HEAD  part of speech, case, /]
CATEGORY |VALENCE valence

|ARG-ST argument structure
SYNSEM |LOCAL [ semantic structure

QUANTS list of scopal elements
NUCL  main predicate

QSTORE quantifier store

CONTENT

| NONLOCAL ﬁied-piping
|[DTRS  constituent structure

of concrete lexical items, referring instead to structyralperties. They may also go beyond direct
head-dependent relations.

In syntax, categorial selection and case assignment aaépbenomena. On the semantic level
the corresponding phenomena are selection, in particataastic selectional restrictions, and the as-
signment of thematic roles. On the syntax-semantics iterive find argument structure alternations
such as dative shift, passive and such like and linkingtheemapping between semantic arguments
and syntactic complements. These phenomena are all lotda isense that one only needs to con-
sider the projection of a head in order to formulate the ragtigs. On the other hand they typically
involve a high degree of lexical idiosyncrasy.

Let us next turn to a number of nonlocal phenomena. In symtéacion is by far the most
extensively discussed nonlocal topic. Similarly piedipgpand, depending on the theory, scrambling
fall in this category. Analogous nonlocal semantic phenoenare the scope of semantic operators
(such as negation, quantifiers, or tense). Those phenomengpacally accounted for by general
principles of the grammar. Often they apply to larger syiitadomains, in particular they may be
“unbounded”.

1.2 Thearchitecture of HPSG

One of the major empirically motivated changes from the pirsisentation of HPSG in Pollard and
Sag (1987) to recent versions of the theory, starting withaRband Sag (1994) (PS94), is the incor-
poration of the local-nonlocal distinction within the artelcture of a linguistic sign. This has been
quite successful for syntax, but less so for semantics.garéil we will outline the architecture of a
linguistic sign of PS94, with slight modifications in the samtics.

HPSG signs comprise the phonological structure (as valtigedfHON attribute), the constituent
structure as theAUGHTERS (DTRS) value and a so callesiynsenstructure as itSYNSEM value. In
the latter thexoNLOCAL value may, among others, specify whether or not a sign amtagap. In
theLocAL value we find the part-of-speech (within taeAD value), and the syntactic valence.

There is also @ONTENT attribute, whose value contains the entire semantic streicif a sign.
An HPSG-specific representation is very often chosen forsgraantic structure. TheONTENT
value of a verb contains a specification of the verb’s seroaelation and of its arguments within the
NUCL(EUS) value. TheQUANT(IFIER)S list contains quantifiers which have scope over the nucleus.
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Nouns do not have the attributesCL andQUANTS; instead theicONTENT value contains amDEX
feature which expresses the referential index of the nodra®eSTRICTIONSset. The proposal also
incorporates a Cooper store mechanism (Cooper, 1975, 1&83)ded with th@sToREvalue.

In PS94 the attribute@sToREwas defined on the sosign Therefore the surface position of a
quantifier determined its smallest possible scope. Comrsglyuthe de dictoreading could not be
derived in sentences suchA&sinicorn appears to be approachin@ee PS94, p. 328). This empirical
deficiency was solved in Pollard and Yoo (1998) by incorpoga sSTOREINnside thelocal structure.
Building on this, Przepidrkowski (1998) argues for incluglpSTOREINside theCONTENT value. In
Figure 1 we adopted this suggestion.

The argument structureRG-sT) of a sign contains theYNSEMvalues of the signs it selects. This
reveals two insights: Firstly, properties of the phonologyf the constituent structure of a selected
element cannot be selected for. Secondly, ssywesentontains both the syntactic category and the
semantics, PS94 acknowledges that a selector can impagodat as well as semantic restrictions
on the selected elements.

The HPSG architecture of a linguistic sign assumes a shatipclion between syntactic category
(realized withinsynsemnas theCAT(EGORY) value) and syntactic structure (within tbars value).

In fact the syntactic phenomena characterized above alsdaall treated in PS94 at the word level
and concern relations within treyNSeM value of a word. Unbounded dependencies, on the other
hand, are treated by a global principle of the grammar. While distinction is made clear in the
syntax, all of the semantics are gathered withintbeAL value.

In the following section we will look at local semantic phenena and we will demonstrate that
there is no empirical motivation for having quantifiers ohet semantic operators as part of the
LOCAL value, where they are visible for selectors. Consequengiywil draw a line between local
semantics and logical form which will be analogous to thasiiim between syntactic category and
constituent structure.

2 Local Semantics

In this section we will discuss two local semantic phenomdinking and semantic selectional re-
strictions. We will demonstrate that the architecture igufe 1 is not restricted enough since neither
of these phenomena manifest a need to refer to semantictorseoa scope.

2.1 Linking

Linking is the mapping between semantic roles and syntactimplements. Our discussion will
focus on linking constraints as formulated in Koenig and i®42003)! To illustrate the way in

which linking is expressed within HPSG consider the examplgla). In (b) we will describe the
word movedas it occurs in (a).

(1) a. Pat moved the car.

1See e.g. Davis and Koenig (2000) for an earlier version df theory and Kordoni (2003) for an overview of the
HPSG literature on linking.
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['word
PHON (moved
[synsem i
I [HEAD  verb '|
synsem synsem
ARG-ST y NE y
b CAT LOC CONT INDEX LOC CONT INDEX
SYNS SUBJ 1
LoC VAL (@
comPs ([3])
move-rel
CONT |NUCL |CAUSER
CAUSALLY-AFFECTED

The description in (1b) combines the architecture of a listirisign outlined in Figure 1 with the
proposal of Koenig and Davis (2003). The description shdwas the argument structure of the verb
contains twasynsenobjects. The entire semantic contribution of the two argusiean be found in
thesesynsenobjects. However, only thevDEX information is relevant for linking. In Koenig and
Davis (2003) linking constraints are expressed as impdinat constraints of the form in (2).

(2) Linking constraint (adapted from Koenig and Davis (2003

word

CAT {ARG-ST<NP, >} =|sL [
sL
CONT[NUCLEUS cause-re]

CAT [ARG-ST <[L CONT INDEX [1]], >}

CONT {NUCLEUS [CAUSER ]}

(wheremove-relis a subsort otause-re)

Stated informally, this constraint expresses that if a woad an NP as its first element on the
ARG-ST list and introduces a semantic constant of saxise-rel then the index of the first syntactic
argument and the value of tllauseR thematic role are identical.

With this linking constraint, the identity between tineDEX value of the first element in the
ARG-ST list of movein (1b) and thecAusSER value need no longer be stipulated, as it follows directly
from the linking theory. Analogous linking constraints lehsure the identity between the second
complement and theAUSALLY-AFFECTED value.

Linking constraints such as in (2) indicate that linking e¢eived as a local phenomenon in the
sense characterized above: Firstly, linking constrairesf@mulated for words. Secondly, linking
involves only a head and its direct dependents. Thirdly,kinel of information used in linking
constraints are the semantic constant contributed by the, tiee thematic roles which are defined for
this constant, the syntactic category of the selected elevand their indices.

It is reasonable to assume that this locality applies tarnigkn general. Nonetheless, the archi-
tecture of linguistic signs as outlined in Figure 1 wouldadow for linking constraints which refer
to the particular quantificational nature of the complemént(3) we will state the antecedent of a
hypothetical linking constraint. This constraint wouldelenine the linking of a&ause-relpredicate
in the case in which its first syntactic argument containsraetueved universal quantifier (i.e., has
aforall object in itSQSTORB.

(3) Hypothetical linking constraint:

CAT |:ARG—ST <{LOC CONT QSTORE<- .- [forall], >} >]] =

SYNS LOC
CONT [NUCLEUS cause-re]
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(if the first argument contains an unretrieved universahjtiar, then . ..)

We require that an adequate structure of signs should exdhuel formulation of this kind of
linking constraint. The cause of the problem with the curil#RSG architecture lies in the absence
of a strict separation between LS and CS.

2.2 Semantic Restrictions

While linking is a widely discussed topic within HPSG, serti@amestrictions are largely ignored
(with the exception of Androutsopoulos and Dale (2000)&setic restrictions have been discussed
in comparison to categorial selection in Chomsky (196)tlyeir status in grammar remains unclear.
We cannot develop a theory of semantic restrictions heteyéwvill demonstrate that they are a local
phenomenon, and do not refer to clausal semantic propeWiiesvill address two kinds of semantic
restrictions based on a distinction exemplified in Lang @)98ortalandselectional restrictions

2.2.1 Sortal Restrictions

It has been established that sortal differences are imptdidagrammar (see Dolling (1994), Chier-
chia (1998), Krifka (2003) among others). In this subsectie will consider primarily the analysis
in Krifka (2003). Krifka assumes a semantic ontology whiohtains kinds, groups, individuals and
numbers. These are encoded as semantic types. In a typedtgerapresentation language deter-
miners and predicates can impose type requirements onsi@iantic arguments. This can account
for the fact that a bare singular noun cannot occur as an aguaf a verb which requires a kind

(see (4)F
(4) * Dodo is extinct.

At first glance the data in (5a) seem to suggest that the @ehe extinctcan restrict the quan-
tificational status of its complement. However, adopting ticher semantic ontology, the contrast
follows from the fact thatvery dodaexpresses a quantification over individuals. In the web exam
ple (5b) the quantification is over kinds, and consequeh#yuniversally quantified NP is compatible
with the type requirements of the verb.

(5) a. The dodo/ *Every dodo is extinct.

b. Wenn noch vor zehn Jahren jede Art des Positivismus atgeatsben . .. galt,
‘While 10 years ago every kind of positivism was still coresied . . . extinct, ...’

A predicate does not restrict the quantificational aspefcits @arguments, but the type of its ar-
gument can be restricted. Quantifiers may have the effectpaf shifting which accounts for the
apparent sensitivity to particular determiners in (%5a).

2The dodo was a flightless bird of Mauritius, extinct in theH@entury.
3Analogously we expect that the inherently distributive oliective nature of predicates suchdie andbesiegecan
be captured respectively by the subtle sortal distinctions
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2.2.2 Sdectional Restrictions

Besides the sortal restrictions discussed in the previobsextion there are other more fine-grained
semantic restrictions which a verb can impose on its comgdsn They are usually callesglectional
restrictions In (6) an example is presented.

(6) a. HanofluckteeinePusteblume.
Hans picked a dandelion

b. ?? Hanpfluckteein Buchaus demRegal.
Hans picked a book fromthe shelf

The German verpflickenand its English translatiopick impose the same sortal restrictions on
their argument. Nonethelegs]lckenis restricted to flowers and fruits. As illustrated in (b)istrs
not the case for Engligbick. Note also that selectional restrictions are independethiecoccurrence
of particular quantifiers or other semantic operators:

(7) Hanshatzwei/ alle Pusteblumegepflickt/pflickenwollen.
Hans hastwo/ all dandelions picked/ pick want

‘Hans picked/ wanted to pick two/ all dandelions.’

Within generative grammar the oddness of sentences sudbass(considered to follow from
world knowledge rather than from the grammar (see for exarBpghnis and Hoekstra (1989, p. 23).
The reason for this is that the context may improve the tiata:

(8) a. ?? Tom ate a keyboard.

b. Tom cannot eat a keyboard. (Androutsopoulos and Dalé),2005)

It should be noted that the repair effect of the context in {8lsystematic, while the selectional
restrictions are idiosyncratic. l.e. itis an idiosynarggroperty ofeatto be compatible only with food,
but it is a general property of the negation to allow for thelation of selectional restrictions. This
shows that selectional restrictions qualify as a local sgrmgphenomenon: They are idiosyncratic
properties of a lexical item and involve the semantic propgiof a head and its dependents, but they
are indifferent with respect to semantic operators.

There is a difference between sortal restrictions and sefed restrictions. Chomsky (1965)
already distinguishes between two kinds of semantic featune group being of relevance to the
grammar, the other being more pragmatic in nature. We follawg (1994) in defining this dis-
tinction in terms of sortal versus selectional restricsioselectional restrictions are more subtle —
for example, they allow us to distinguish between flowers lamoks, and they can be violated more
readily.

To our knowledge Androutsopoulos and Dale (2000) is the stugly which proposes an account
of selectional restrictions within HPSG. The authors oetliwo different possible analyses, depend-
ing on whether the phenomenon is treated as primarily praigraaprimarily semantic. For both
analyses the verb needs only to have access tonvthex value of its complements. In the first case
it adds a restriction of this index to the context. In theralédive analysis they assume a complex

4Classical examples for this argument can be found in Chor(i8§5, p. 158).
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Figure 2: The architecture of semantics

[phrase T
PHON phonological structure
synsem
CATEGORY local syntactic structure
SYNSEM LOCAL

CONTENT [local semantic structure |
NONLOCAL pied-piping

LOGICAL-FORM [Iogical expressions associated with thesign]

|[DTRS constituent structure

hierarchy below the soihdex The verbeatthen requires a complement whassEX value is a
subsort okedible

The HPSG architecture in Figure 1 makes the index of the cem@hts available to the verb.
However, the rest of the semantic contribution of the comglets is also accessible. Thus there
could in principle be a verb that can only take a universaligigified subject. Clearly such a selec-
tional restriction is as implausible as the hypothetigatilng constraint in (3) and should therefore be
excluded by the structure of linguistic entities.

In this section we have looked at local semantic phenomena.h&Ve demonstrated that the
semantic information referred to in the description of thpeenomena includes the basic semantic
constant of a word, and its index. Yet, in the current architee of semantics in HPSG, all of the
semantics of a word are available for imposing lexical retstms on the relation between a head and
its dependents.

3 Lexical Resource Semantics

Lexical Resource Semanti€¢kRS) is an alternative system for combinatorial semanhddPSG.
Richter and Sailer (2004a) give a detailed presentatioheframework. LRS combines techniques
of underspecified semantics (Reyle, 1993; Bos, 1996; Piik&l6) with the properties of an HPSG
grammar. LRS departs from the HPSG tradition in that it aesianstandard semantic representation
language such as Ty2 (Gallin, 1975) as the logical form ohgesee. Expressions of this representa-
tion language are encoded as objects of am@dningful-expressiofme see Sailer, 2003). In LRS
the semantic contribution of a sign is not considered a sioghtentobject, it is rather conceived of
as a list of subexpressions of the final logical form. Thisdkai semantic representation is called
discontinuousn Richter and Sailer (20044).

In LRS we can establish a distinction between local and neatisemantics which is analogous
to the distinction between syntactic category and corestitgtructure. The resulting architecture is
presented in Figure 2.

We assume two attributes for semantics: the local semapiresentation appears astt@NTENT
value withinLoCAL. The clausal semantics, i.e., the logical form of a clausesttutes the OGICAL-FORM
(LF) value. We will briefly present how nonlocal semantics isldedh in LRS, and then explain our
assumptions about local semantics.

5This discontinuous approach proved successful in the sisalja number of nonlocal semantic phenomena: German
multiple interrogatives (Richter and Sailer, 2001), Holiggative concord (Richter and Sailer, 2004a,b), scopégarity
in Dutch (Bouma, 2003), and Afrikaans tense phenomenag$Sa04).
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3.1 Nonlocal Semantics

This subsection will be exclusively devoted to ttrevalue. We will go through a simple example
which illustrates the combinatorial mechanism of LRS. Theattribute in Figure 2 takes values of
sortlrs. In (9) we will give the appropriateness conditions for thist.

(9) Appropriateness conditions of the slost

Irs

EXTERNAL-CONTENT me
INTERNAL-CONTENT me
PARTS list(me)

The PARTS list contains all the subexpressions which are contribbted sign. In an utterance,
these subexpressions together constituteE#ERNAL-CONTENT (EX-CONT) value, i.e. the overall
logical form associated with that sign. The attribINEERNAL- CONTENT (IN-CONT) is needed for
the definition of the combinatorial principles of LRS. It sgees the scopally lowest expression in a
head projection.

In the following we will illustrate how to derive the two reiads of the sentence in (10).

(10) a. Everyone loves something.

b. V3-reading:vx[human’(x) — Jy[object’(y) A Je[love’ (e, x,y)]]]
Jv-reading:3y[object’ (y) A Vx[human’(x) — Jeflove’ (e x,y)]]]

Figure 3. The structure of sentence (10)
S
EX-CONTY
IN-CONT love’(e,X,y)
[P (Je.@,love’(e,x,y),y[d A &g],d A€, obf (y),VX[a — B],a — B, human’(x))]
love’(e,x,y) < 3

NP VP
|:EX-CONTVX[G — B] } EX-CONTY
IN-CONT human’(x) [IN—CONT love’ (e X,Y) ]
P (VX[a — B],a — B,human’(x)) P (Je.p,love’ (e x,y),3y[d A €], O A €,0b] (Y))
human’(x) < a love’(e,x,y) < €
everyone
\% NP
|:EX-CONTy } |:EX-CONT Jy[O N €] }
IN-CONT love’ (g, X, Y) IN-CONT object’ (y)
P (Je.g,love’ (e x,Y)) P (Jdy[dA€],d Ag,obj (y))
love’(e,x,y) < @ obj(y) < o
loves something

In Figure 3 we summarized our analysis of sentence (10). &mastic contributions of the words
are indicated on the leaves of the tree. Pa&Tslist (P) of the NPeveryonecontains the universal
quantifier, the variable bound by this quantifier, the restrn to humans and the implication, i.e.,
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the indication of how the restrictor and the nuclear scomrhbe connected in the interpretation.
However the restrictor and the nuclear scope are not fulkeified, which we mark by lower case
Greek lettersd, 3, ...). The lexical entry oéveryonealso specifies that the expressiamman’(x)
must be part of the quantifier's restricforWe indicate this by the constraihtiman’(x) < a in
the figure. The relation<” encodes subexpressionhood. The semantic contributiGomwiething
is analogous to that adverything The verb contributes the semantic constam’ together with
the argument variables. Note that we assume an eventudlitynente for verbs. The verb also
contributes the existential quantification over this Vialed

TheLF value of a phrase is fully determined by ttrevalues of its daughters and the way in which
the daughters are syntactically combifethis is regulated in the SMANTICS PRINCIPLE (SP). The
SP states that thex-coNT and theiIN-CONT values of a phrase and its head daughter are identical.
ThepARTslist of the phrase consists of all the elements offReTslists of the daughters. In addition
the SP specifies further requirements depending on thectigs#ructure. For our example, one such
requirement is relevant: if the nonhead is a quantified Néh theIN-CONT value of the head is a
subexpression of the nuclear scope of the quantifier iEaeoNT value of the nonhead.

The effect of the SP has already been integrated in the tregure 3. Note that the expression
love’(e,x,y) is required to be whithin the scope of both quantifiers. THatike scope of the two
guantifiers is not constrained by the grammar. ERecONT value of the sentence must consist of all
the elements of iteARTS list, and must respect the indicated subexpression comistrd his leaves
two options for theex-CONT value,y: the two readings given in (10b).

The mechanism presented so far is very similar to other sysstehich build on techniques of
underspecified semantics. Within HPSMinimal Recursion Semantic@RS, Copestake et al.,
2003) is particularly popular. It should be emphasized th@imain argument of this paper applies to
MRS just as well as to LRS. In fact the locality of semanti@sgbn is sometimes mentioned in MRS
publications. Nonetheless, no detailed argumentatiorbbas presented so far, nor has this locality
been reflected in the linguistic architecture. We have ana&S because it uses a standard semantic
representation language, which allows us to integrate&dorms from the literature directly.

3.2 Local Semantics

After this brief presentation of the combinatorial meclsams of LRS we will indicate how local se-
mantics can be integrated into the system. We will assuntdtibaralues of the attributeONTENT

in Figure 2 are objects of the sawontent In (11) we will specify the sort hierarchy and the appropri-
ateness conditions below the soointent

(11) The sortontent content
INDEX extended-index
MAIN  me

Our CONTENT values are a considerably simplified compared to the strestn PS94. This is,
of course, partly due to the fact that some of the semantiddsurs transferred into the nonlocal

6The PARTS lists are abbreviated in this paper for better readabilityfact, thePARTS list of everyonealso contains
the expressiong human’, human’(x).

"For simplicity we assume the narrowest possible scopgeaind ignore its potential scopal interaction with other
quantifiers.

8The LF value is a semantic representation, not the semantic d@votf a sign. Thus, LRS obeys “systematicity”
(Halvorsen, 1995), but is not strictly compositional.
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Figure 4: Description of the woreveryone
[PHON (everyong i

[HEAD noun
CAT

| ARG-ST ()
[nom-obj
SYNS LOC NUM sg |
CONT |INDEX {PERS 3rd} and human’(x) < o
VAR X

i | MAIN  human’
EX-CONT ¥X[a — ]

LF [IN-CONT human’(x)
PARTS  (¥X[a — B],a — B,human’(x)) |

semantics. Alcontentobjects have amDEX and aMAIN attribute. The value of theAIN attribute
of a word is the major semantic constant contributed by tlusdwThe attributeNDEX has values of
the sortextended-indexvhich we will define in (12)

(12) The sorextended-index  extended-index
PHI  index
VAR me

This new index has two attributesyil andvAR. The values oPHI are structured as prescribed by
the sortindexin PS94, i.e., they include the attributesSRSON NUMBER andGENDERWhich encode
the traditional t-features”. The value of the attributaRrR contains an expression of the semantic
representation language. In simple cases it is an indiVidargable. ThevAR value corresponds
intuitively to the referential semantic argument of theiN value. Thus, in the case of a quantified
NP, thevAR value is the variable which is bound by the quantifier. FobsdhevAR value is an
eventuality variable.

The PS94 theory draws heavily on thepEX, in particular for Binding Theory, which we would
like to preserve. However, in PS94 verbs do not have an inttewur approach, following Soehn
(2003), we have an attributeDEX defined for all parts of speech, including verbs. While améawe
ality variable is needed in the semantics, it is not cleartivrep-features are necessary. In order to
establish this we could assume that Hte value of verbs is of a new subsortiofiex calledno-phi
Alternatively we would have to make sure that el values of verbs do not play any role in the
grammar. In both cases the verbsi value would not be mentioned in the lexicon.

We will illustrate the interplay between tl@NTENT value and theF value with the description
of two words in Figures 4 and 5. The quantified BNeryonen Figure 4 has a third person singular
PHI value. ItsvAR value ) is the variable bound by the quantifier. ThaiN value expresses the
main semantic constant contributed by the NP: the resindd humans.

The INDEX PHI value of the verb in Figure 5 is not specified. WsR value is an event variable
e and itsMAIN value is the constandve’. Since thevAR value of the verb’s complements are part
of the synsenstructures on the verb’sRG-ST list, they are accessible for the identification of the
argument positions déve’ on theraRTslist (love’(e,x,y)). The semantic typing déve’ guarantees
the correct semantic type for ther values, which are, in the present case, individdals.

9See section 3.2.1 for a refinement.
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Figure 5: Description of the wordves
[PHON (loves
HEAD verb

CAT CAT [HEAD nour] CAT [HEAD nour
ARG-ST { |L L
SL CONT[INDEX VAR X] CONT[INDEX VAR Y|
INDEX VAR e]

CONT ,
MAIN love

EX-CONT y
LF [IN-CONT love'(eXx,y)
| |[PARTS  (Je.@,love’(ex.y))
and love’(e x,y) < @

This brief illustration demonstrates that the informati@cessary for linking and sortal restric-
tions are present in the new architecture for semantics. n@ajor concern in Section 2 was that
the traditional HPSG architecture does not adequatelyicesite kinds of linking constraints or se-
lectional restrictions which can be imposed by a head. Itiqudar it was possible to write linking
constraints which referred to the presence of quantifiethencomplements (see (3)). In the new
architecture a constraint of this kind can no longer be fdated, since the quantificational impact of
a complement is located entirely in its value, and thus is not accessible to the selecting head.

It is in line with the literature on linking and also with thieeory of selectional restrictions in
Androutsopoulos and Dale (2000) to assume that semant&taiatis are ordered hierarchically. In
the HPSG encoding of Ty2 (Sailer, 2003), the snehas a subsoonstantwhich has a maximally
specific subsort for each constant of Ty2. It is very natusaihtorporate a more elaborated sort
hierarchy belowconstant To illustrate this, we will introduce a new subsort @dnstant called
cause-rel All semantic constants whose first semantic argument cantémoreted as a causer will
be subsorts of this new sort. Linking constraints can théar te these more general supersorts in the
usual way.

This sort hierarchy belowonstantis not only the basis for generalization on linking, it casaal
be seen as a conceptual organization of the constants. Bh@dipose is mainly fulfilled by the
ordering of verbal predicates, the second by the orderimgpofinal predicates. Thus there will be a
sortfoodwhich will haveapple chocolate etc as its subsorts. Such conceptual hierarchies areywidel
used in computational linguistic applications such as G&tet (Kunze and Wagner, 2001). Since
the semantic constant of a complement is now visible to asetehead, selectional restrictions can
be expressed. We leave it to further research to determiwelese restrictions will be spelled out,
I.e. whether in terms of the semantic or the pragmatic ptegseof the head.

After this general outline of local semantics in LRS, we wlaborate on some details in the
following subsections. In Section 3.2.1 we will identifyses in which theNDEX VAR value of a
syntactic dependent does not appear directly as a semaguimant of the head. Section 3.2.2 will
be concerned with the distinction betweaIN andIN-CONT. Finally, in Section 3.2.3 we will
investigate the potential objection that, contrary to augioal goal, the proposed architecture allows
heads to impose conditions on which quantifiers may appehaeinargument positions.
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Figure 6: Local semantics tifie/every car

NUM sg
PHI |GEN neutr
INDEX
PERS 3rd
VAR Xe
MAIN  car'gt

3.2.1 Complement INDEX versus Argument Type

In the simple example in (10) the velivesoccurs as outlined in Figure 5. Here, thbEX VAR
values of the syntactic arguments appear as semantic angsimfehemMAIN constantove’. This is,
however, not the case in general. Consider for example thiedbforms of the following sentences
one of which contains a definite NP, the other a universalgngjtied NP

(13) a. Mary likes the green car.
Jellike’ (e,m, 1X[car’ (x) A green’(x)])]
(whereix;[@] denotes an individua of type T such thaf[Ax.¢]|(a) = 1 if there is exactly
one such individual, otherwise the denotation is undefjned.

b. Mary likes every green car.
Vx[[car’(X) A green’(x)] — Je]like’ (e, m, x)]]

For both direct object NPs we assume the same local semémiwtise, as given in Figure 6. In
the logical form thevAar valuex is bound by an operator which is introduced by the determitier
iota-operator in the case tife, and the universal quantifier in the casewéry Since the iota-operator
conserves the semantic type, batandx[car’(x) A green’(x)] are of typee, and, thus, compatible
with the type requirements of the constéikd’.

As a consequence, the lexical entry of a verb will requiré tha VAR values of its syntactic
arguments occunsidethe semantic argument slots of 2N constant. However, they do not need
to beidenticalto these arguments slots. To illustrate this, consider tikne of the lexical entry of
like in Figure 7.

In this lexical entry the argument slots of tliaiN value are not filled explicitly, instead of this,
it is merely specified that some expressions of tepeill appear here. The linking information
is, however, preserved, since we state thatvike value of the first syntactic argument must be a
subexpression aff and thevARr value of the second syntactic argument must be a subexpnessi
B.

The case of definite NPs is the simplest instance of a misniadthieen thevArR value of a
syntactic argument and the corresponding semantic argush@n The following two sentences,
guoted from Krifka (2003), can be treated similarly.

(14) a. Atthe meeting, Martians presented themselves assakmtinct.

b. At the meeting, Martians claimed [to be almost extinct].

10The semantics of the definite NP is a simplified version of troppsal in Krifka (2003).
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Figure 7: Outline of the lexical entry of the velike
[PHON (like) T

[HEAD verb
L |cAT [HEAD nour]
CAT CONT[INDEX VAR X]||’
ARG-ST

CAT [HEAD noun and like’(e,a,B) < @
" lcont [INDEX VAR Y] and x< o

) andy<f

SL

CONT

[INDEX VAR e
MAIN like' g(e(er))

EX-CONT y
LF [IN-CONT like'(e,a,f)

PARTS  (Je.q,like'(e,a,f))

The subjecMartiansbinds respectively a reflexive pronoun or an unexpresse@eédwa subject.
The standard HPSG analysis assum&E X identity between the subjebtartiansand the reflexive
pronounthemselvesn (14a), and betweeMartians and the unrealized subject of the infinite VP
in (b). On the other hand, as Krifka (2003) argues, the soestrictions of the predicates are not
compatible with each other, i.@aresentandclaimrequire an individual (or a group individual) as its
first semantic argument. The predicaextinct however, requires a kind.

Since binding is expressed as the identitynabEX values, we will have to demonstrate that, in
our approach, the binder and the bindee can indeed havertteeva& values in our approach. The
nounMartian has an individual variable as it&\R value. Following Krifka (2003) we assume that
the plural operator can have the effect of creating a grodjvidual or a kind. In both cases, the
operator will bind the variable of the noun®R value. Thus, whileMartiansandthemselvebave
differenteEX-CONT values, they can still have identicadRr values.

These examples served to illustrate the distinction betwle@vAr value of a syntactic argument
and the corresponding semantic argument slots of predicaiiee present discussion relies heavily
on the possibility of integrating standard semantic regméetions into HPSG. For example, with the
semantic representations used in PS94, it would not be obVviow the data should be represented.

3.2.2 MAIN VErSuUSINTERNAL-CONTENT

The simple example in (10) has also glossed over anothertargalistinction which we want to cap-
ture in LRS. In the case @veryoneandlovesmentioned above, theAiN value was very similar to
theIN-CONT value. The scope possibilities of opaque predicates su@easarfehlen(be missiny
indicate that this need not be the case. In (15) we will givexample with two possible readings.
In (16) we will outline the lexical entry of the vefiehlen

(15) EineSchraubédehilt.
a screw  ismissing

de rereading:3x[screw’(x) A 3e[be-missing’(e,"A P."P(x))]]
de dictoreading:3e[be-missing’(e,"A P.3x[screw’(x) A "P(x)])]
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(16) Ouitline of the lexical entry dehlen(be missiny

"PHON (fehler) ]
HEAD verb
CAT CAT [HEAD noun
ARG-ST( |LOC
SYNS |LOC CONT [INDEX VAR X]| and be-miss.’(...) < @
cont|INDEX VAR € /] and "P(x) < 0
MAIN be-miss.
EX-CONT y
LF |IN-CONT “P(x)
PARTS  (Je.p,be-miss. (e "AP.5),"AP.5,"P(x))

Note that themAIN value of the verlfehlenis the constanbe-missing’ but this constant does
not appear in theN-CONT value. Instead, the scopally lowest subexpression canéibby the verb
fehlenis the expressionP(x). In accordance with what we have said above about the SP, thiken
verb combines with the subjeeine Schraubéa screw as in (15), the SP only requires that the verb’s
IN-CONT value be in the scope of the quantifier. Since tNisSCONT value is the expressioP(x),
this requirement is met in both readings. On the other harttigide dictoreading, the main semantic
constant of the verbe-missing’ is not in the scope of the quantifi€r.

3.2.3 LessConstrained than Intended?

It seems that we have achieved our goal of constructing &d$ecaantics which does not give access
to the quantificational behavior of the selected elementgalticular linking cannot made depen-
dent on quantificational aspects of the syntactic argumerdsr the reasonable assumption that the
antecedent of a linking constraint should only mentionghi®sem value of a word.

It should be noted, however, that the-CONT value of a word may also impose conditions on the
overall semantics. Sinaex-CONT is part ofLF, operators and quantifiers are accessible there. For
example, if we specify thex-coNT value in the lexical entry of a verb accordingly, the verbldou
enforce narrow scope for one of its arguments. A correspglaypothetical lexical entry is outlined
in (17).

(17) Parts of a hypothetical lexical entry:

word
SYNS LOC CAT ARG-ST<. ..[LOC CONT INDEX VAR X].. >
LF [EX-CONT ...3x[...]...]

The lexical entry in (17) specifies that ther value of a syntactic argument)(must be bound
by a certain quantifier within thex-coNT value of the verb.

In this context it becomes relevant that the-CONT domain of a head is relatively restricted.
For nouns it does not extend beyond the operator which bimeElsdun’svAr value. For verbs the

1170 deal with cases such a& tnicorn appears to be approachirthe SP in Richter and Sailer (2004a) specifies that
the IN-CONT value of a raising verb is identical with thie-coNT value of its infinitival complement. Thus we account
for the narrow scope readings withoupaTOREmMechanism or UANTS list in LOCAL. This principle also ensures that
the IN-CONT values are shared in verbal complexes in German and othgmaaes which are analyzed as instances of
argument raising in HPSG (Hinrichs and Nakazawa, 1989).



Local Semantics in Head-Driven Phrase Structure Grammar 211

EX-CONT is clause-bound. Syntactic arguments can in general taterscope than thex-CoONT
of their head. This is illustrated with the examples in (18).

(18) a. [A representative from every city] was present.
Vycity’ (y) A Ix[representative’(X) A from’(x,y) A be-present’(x)]]

b. Peter believed [that someone from Spain had called]
3x[from-Spain’(X) A believe’(p, “call’(x))]

In the logical forms in (a) and (b) we have underlined #xeCoONT value of the noumepresen-
tativeand the verlralledrespectively. It can be seen that a quantifier introduced tgpeendent of
these words can outscope the underlined subexpressiohe tdgical form. In (a) there is a case
of inverse scoping of the PP complemdram every cityin (b) the de rereading of an indefinite
complement NBomeone from Spais given.

This indicates that the quantificational characteristita gyntactic argument can only be re-
stricted by a lexical specification as in (17) if the scopened tjuantifier is also restricted. But, in this
case, we are dealing with a genuine clausal semantic pyopert

At presentitis unclear whether there are lexical entrieskvéxploit the potential outlined in (17).
The Englishthereconstruction is a possible candidate. It has been notad‘definite NPs” are
excluded in sentences such as (19).

(19) a. There are two/ some students in the park.

b. * There are both/ the students in the park.

Zucchi (1995) argues that the presuppositions of “defift€s are not compatible with the fe-
licity conditions of the construction. In a reply to this Kea (2003) provides a characterization of
the class of NPs which are permissibletieresentences in terms of their semantic entailments. If
Keenan'’s approach is correct, it seems that our claim frooti@&e2.2 that lexical heads are ignorant
with respect to the quantificational nature of their depetglaeeds to be revised.

What is most crucial in the light of our discussion, howeverthe fact that the NPs ithere
sentences cannot have wide scope. This is reflected by thiné¢20a) can have bothde re and
ade dictereading, whereas (20b) can only have tlgedictoreading.

(20) a. Jane believes that a spy was in her office.

b. Jane believes that there was a spy in her office.

In the de dictoreading the scope of the indefinite is within the-coONT value of the embedded
verb. This, however, is exactly the domain which is madelaloba for quantifier constraints in lexical
entries.

We conclude that lexical entries of the form outlined in (&Myht be needed. Our architecture of
semantics embodies strong restrictions on which kinds ahtifier-sensitivity of a lexical head can
be expressed: a lexical head can only restrict the quanitfiicd aspects of one of its complements if:
(i) the head also constrains the scope of these quantifregjiathis scope is narrow, i.e., within the
head’sex-CONT. These restrictions seem to be empirically correct, ans, throvide further support
for our proposal.

1\We are grateful to Olivier Bonami for pointing these casestous.
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4 Conclusion

In this paper we made an attempt to establish a connectiovebatLRS and the research on local
semantic phenomena. Because of space limitations we calylgheesent the main motivation and the
technical realization of the proposal. We demonstratetithaising LRS it is possible to establish a
distinction between local and combinatorial semanticsclvis analogous to the distinction between
syntactic category and constituent structure.

We motivated this split in semantics empirically. In pautar, the formulation of linking con-
straints and the expression of semantic restrictions cbeldhown to be immune to CS properties
of the selected elements. We made use of the modular orgi@niz# linguistic objects in HPSG
to express this restriction in the architecture of a signe mbw architecture of local semantics has
proved to be (i) more restrictive than the traditional HPS@ppsal and (ii) still compatible with
current analyses of LS and CS phenomena.
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Differential Quantifier Scope: Q-Raising versus Q-Feature
Checking’
Baldzs Suranyi

1. Introduction

Divergent scope-taking and scope interaction possibilities of noun phrases have been the focus of
interest ever since it became clear that the omnivorous scope-shifting rule of Quantifier Raising
(QR) (May 1977, 1985) plainly both under- and overgenerates. Liu (1990), Ben-Shalom (1993) and
others point out that in interactions with other quantifier types certain quantifiers exhibit a smaller
set of inverse scopal options than would be predicted if QR applied to them. In a series of
influential studies seeking to account for the rather complex pattern of differential scope-taking
options, Beghelli and Stowell (1994, 1995) and Szabolcsi (1997) propose to treat various quantifier
classes as performing checking operations in quantifier-specialized functional projections in the
clause.

The proliferation of functional projections as descriptive devices has been a primary concern
in the past decade or so, and an object of much conceptual controversy. Here I take the
methodological stance that introducing functional projections as new primitives in the theory
requires substantial empirical motivation. What I will demonstrate here is that in this regard
Beghelli and Stowell’s/Szabolcsi’s quantifier-projection-based (or A-bar feature checking-based)
approach to Q-scope is insufficiently grounded: their quantifier projections lack the necessary
empirically motivation. In fact, some aspects of the model also create conceptual complications.
Worse still, on closer inspection, the approach both under- and overgenerates in the domain of Q-
interaction.

In this paper I will work with a restricted set of functional projections in the clausal domain
assumed in Chomsky (1993), and demonstrate that an alternative, more conservative model
incorporating QR is able to provide not only a more restricted, but also an empirically superior
account of differential Q-scope. In particular, I show that independently motivated scope-affecting
mechanisms interact in complex ways to yield precisely the attested scopal possibilities for the
various quantifier classes. These mechanisms are existential closure, reconstruction within A-
chains, and QR.

A repercussion of the present study is that Quantifier Raising exists at the level of narrow
syntax—an assumption that has recently been repeatedly challenged, perhaps most strongly in the
specialized quantifier-projections approach (cf. also Hornstein’s 1995 approach). I argue here that
the QR-view is essentially correct, though the domain of its application is more restricted than
commonly believed. If the analysis of Q-interaction presented here is correct, then A-reconstruction
also must be available (alongside A-bar reconstruction), contra Chomsky (1995) and Lasnik (1999).

"The work reported in this study was supported by postdoctoral grant No. D-048454 of OTKA (National Scientific and
Research Fund), and in part by the Békésy Gyorgy scholarship.
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The paper is structured as follows. Section 2 makes preliminary notes on existential
indefinites and introduces the most immediately relevant data from differential scope-taking. In
Section 3, we briefly review and illustrate the A-bar checking model. This is followed by a critical
appraisal in Section 4, where this model is shown to be untenable both on conceptual and on
empirical counts. Section 5 spells out the proposed alternative tying together independently
motivated assumptions about existential closure, A-reconstruction, QR, and a focus interpretation of
numerals. It is demonstrated that no quantifier scope specific machinery is necessary to treat scope-
interaction of various Q-classes: the interaction patterns fall out without further stipulations.

2. Scope deviations
2.1. The scope of existential indefinites

The classical QR approach has turned out to undergenerate in a class of cases and overgenerate in
another set of cases. The area where the QR approach strikingly undergenerates is the area of
existential indefinites. These expressions are known to have a lot more freedom in scope-taking
than would be predicted by a movement analysis (like QR). Crucially, the scope of existential weak
NPs is unbounded: it is in fact insensitive to islands (like coordinations, if-clauses, or complex NPs,
for instance).

An early attempt that sets out to explain the apparent unbounded scope of existentials
originates with Fodor and Sag (1982), who argue that these indefinites are ambiguous between a
quantificational (existential) reading and a referential/specific reading, the latter corresponding to
wide scope interpretation (referential expressions, like proper names, can be interpreted in situ,
without QR'). A prediction of this analysis is that so-called intermediate scope readings (with the
indefinite having inverse (i.e. wider than surface) scope, but not maximal scope) should not exist.
However, it has been demonstrated repeatedly (Farkas (1981), Ruys (1992) and Abusch (1994)) that
such intermediate readings do in fact exist.

In dynamic models of semantics like Discourse Representation Theory (DRT) or Heim’s
approach (Kamp 1981, Kamp and Reyle 1993; Heim 1982) indefinites introduce discourse referents
by restricted free variables (instead of being quantificational expressions, cf. Lewis 1975). In
Heim’s model, these variables can then be unselectively bound by some operator (hence their
quantificational variability). Their existential force is due to binding by an existential operator,
which can be text-level or appended to the nuclear scope of true quantifiers. Then, the
unboundedness of their existential scope as well as the availability of the intermediate scopes are
derived, and as desired, no movement is involved.

A potential problem for this approach is posed by the fact that it leaves the restriction in situ.
This means that assignments not satisfying that restriction (i.e. not being members of the N-set of
the indefinite NP) will also be considered, failing to capture the correct truth conditions. (1a) is a
frequently cited illustration of this point. (Reinhart (1997) demonstrates that the problem is rather
broad, involving not only overt implications, but also restrictive terms of universal quantifiers, the
scope of negation, and it concerns not only regular indefinites, but also wh-in-situ and wh-
expressions in sluicing as well).

' Some variants of this analysis involve unselective binding of the “specific’ indefinite by a remote, maximal scope
existential operator.
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(1) a. If we invite some philosopher, Max will be offended
b.  3Ix ((philosopher (x) & we invite (x)) — (Max will be offended))

(1b) involves unselective binding of an individual variable, which is locally restricted by the
predicate philosopher internal to the NP, which is in situ. This representation, however, is incorrect,
given that implications are true vacuously if their antecedent clause is false: here any non-
philosopher value for X will make the antecedent clause true, hence the whole proposition true—
contrary to fact. A QR representation of (1a), in contrast to (1b), would pull up the restriction, and
thus only philosophers would be considered when assigning a truth value to the implication—a
correct result. In fact, Heim (1982) proposes that in such examples QR of the indefinite is at work.
However, then we run into a different complication, namely the Subjacency-problem: this instance
of QR would not be Subjacency-respecting. As Reinhart (1997) points out, a further problem here is
that if we QR an indefinite, we expect it to allow a distributive reading (plural indefinites in general
do). However, indefinites scoping out of an island do not allow a distributive reading, as illustrated
by the example in (2) (as observed by Ruys 1992):

(2) If three relatives of mine die, I will inherit a house

According to the wide scope interpretation of the plural indefinite in (2), there are three relatives of
mine and if all of them die, then I’ll inherit a house. On the distributive wide scope reading,
however, I will inherit a house even if only one relative of mine (of the three) dies—a reading
actually unavailable in (2). Then, a movement (QR) analysis of wide scope indefinites is
problematic in view of these facts as well.

Reinhart (1997) proposes a variety of the unselective binding approach which resolves this
complication, and which avoids the problem illustrated in (1) as well. Her proposal is that the
existential quantification involved is in fact over choice functions (cf. Reinhart 1993, Winter 1995),
which apply to the NP-set (i.e. the predicate) denoted by indefinites. Choice functions apply to any
(non-empty) set and yield a member of that set. In her approach the existential operator is
introduced much in the same way as in Heim’s framework. (1a) will receive a representation like

3):
(3) 3f(CH (f) & (we invite f(philosopher) — Max will be offended))

(3) says that there is a choice function such that if we invite the philosopher that it selects, then Max
will be offended. Note that in case of plural indefinites like three relatives the choice function will
pick appropriate collectives from the denotation of the NP, i.e. a collective made up of three
relatives in the case of f(three relatives). First, this treatment correctly predicts the lack of
distributivity with island-external scope for existentials (cf. (2)), inasmuch as the indefinite NP
itself is not present outside the island in order to be distributed over. Second, it straightforwardly
resolves the problem of the interpretation of sentences like (1) inasmuch as a choice function by
definition can only output a member of the set denoted by the restriction (i.e. the NP it applies to).?

* Reinhart also argues that applying existentially bound choice function variables to plural indefinites derives their
collective reading, hence such readings do not require an independent semantic treatment. This appears to be in support
of the choice function analysis.
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In this picture, we have (i) unselective binding of choice function variables, which strategy is
available only to existential indefinites, and which is the only strategy that is available to achieve
island-external scope for these elements, and we have (ii) QR for generalized quantifiers.’

We will return to these results in Section 4 and 5. We move on now to another area where an
omnivorous QR rule fails, namely the scope-taking differences that apparently exist between
different classes of quantifiers. Such scope-taking differences should not exist if QR applies in the
same way to all quantifiers, hence they pose a problem to a uniform QR analysis of quantifier
scope.

2.2. Differential scope

Such scope-taking differences received a detailed discussion in Liu (1990), and are illustrated
below. First consider (4a). Besides the branching reading of (4a) where there is a group of students
and a group of classes and each is matched with each, there are two distributive readings (4a) has:
one where each of the two students passed possibly different sets of four classes, and one where
each of the classes was passed by a possibly different set of students. Now (4b) is crucially different
in that the second one of these readings, where the subject co-varies with the object, i.e. the inverse
scope distributive reading is absent.

(4) a.  Two students passed four classes S>0/0>¢*
b.  Two students passed fewer than four classes S>0/*0>8S

That this is a syntactic effect is shown by (5). In (5a), the fewer than n-expression occupies the
subject position, and a bare numeral indefinite occupies the object position. In (5b), we have the
same, but a universal quantifier as object. In (5c), the comparative numeral expression functions as
indirect object, c-commanding the direct object. In these examples, the fewer than n-expression c-
commands a bare numeral indefinite or a universal overtly, and can take distributive scope over it.

(5) a.  Fewer than four students passed two classes S>0/0>S
(inverse scope: Beghelli 1993: 67, Liu 1997: 47)
b.  Fewer than four students passed every class S>0/0>8’

c.  She gave fewer than four articles to two students DO >10 /10 > DO
Fewer than n-type indefinites are not only unable to take inverse scope over a higher plural
indefinite, they are also unable to take inverse distributive scope over a c-commanding universal

quantifier, as in (6).

(6) Every student passed fewer than four classes S>0/*0>S§

* A question that is still open is the treatment of existential indefinites inside an island boundary (or in lack of one), in a
clause-bounded domain. Reinhart (1997) suggests that QR is available to them as well, due to her assumption that they
also have a generalized quantifier (GQ) interpretation, alongside the choice-function interpretation (the GQ
interpretation is due to a typically covert existential determiner). That is, she entertains an ambiguity treatment:
indefinite scope is determined either via choice function application or via QR.

* Beghelli (1993: 66), Liu (1997: 41) (but only non-distributive wide scope is acknowledged to be available for the
object QP in such examples by Beghelli and Stowell 1995).

> This type of examples forces Beghelli and Stowell to place DistP below AgrSP: “fewer than four students’ can
reconstruct from AgrSP to VP for the inverse scope reading. If DistP were above AgrSP, then these examples would be
predicted (wrongly) to invariably have the object universal scoping over the subject. The same applies if we replace the
modified numeral subject with a bare numeral subject.
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According to Beghelli (1993), the class of expressions that behave in this way, i.e. that are unable to
take inverse distributive scope include other modified numeral expressions like at most n N, exactly
n N, only n N, at least n N, and decreasing indefinites like few N and no N.

If we now try (7), which has a modified numeral both in the subject and in the object position,
as Szabolcsi (1997) notes, (with some difficulty) we do get inverse distributive scope ((7) is
Szabolcsi’s example).

(7)  More than three men read more than six books S>0/?70>8S
(Szabolcsi 1997: 116)

Another generalization relates to bare numeral indefinites, like two books. We have just seen
in (4a) that an object bare numeral indefinite can take wide scope over a subject bare numeral
expression, or over a subject modified numeral expression, as in (5a). However, as illustrated in (8),
when they function as objects, they cannot scope inversely to distribute above a distributive
universal. Of course, the bare numeral indefinite can be interpreted as referentially independent of
the subject universal, but crucially, it cannot have distributive wide scope over it (the set of students
cannot co-vary with the students).

(8) Every student adores two teachers S>0/*0>S8S

The interaction patterns appear to be rather complex, and clearly, wholly unexpected if QR
applies to all the quantifier expressions involved.

Now Beghelli and Stowell / Szabolcsi put forward a model in which such differential scope-
taking options are accounted for, and in which QR per se no longer plays any role.

3. The Q-feature checking approach

Beghelli and Stowell / Szabolcsi propose that apart from undergoing Case- an agreement-driven A-
movements, quantifier NPs do move to scope positions, as in the QR-based model. However, these
scope positions are not created by the movement itself, as with QR, but they are instances of
substitution to specifiers of a series of specialized functional projections. This effectively eliminates
QR as a non-feature-checking operation.’®

3.1. Beghelli and Stowell

Let us now have a look at how Beghelli and Stowell’s model treats asymmetries in scope-taking
reviewed in Section 2.2 above.

The core idea is to introduce a number of quantifier-specialized A-bar projections, where
different lexical classes of quantifiers can check their characteristic quantifier feature. Certain
ambiguities are incorporated in the system by allowing some quantifiers to bear a quantifier feature
optionally. The functional hierarchy is given in (9).

% The model shares this property with Hornstein’s (1995), only Hornstein’s approach attempts to reduce Q-scope to
independently existing A-movements. Among various other drawbacks, Hornstein’s theory also suffers from an
insensitivity to differential scopal options of different Q-classes, much like the pure QR approach.
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9) RefP
T

Ref
/\
Ref AgrSP
/\
AgrS'
/\

AgrS DistP

N

Dist’
/\
Dist ShareP
/\
Share'
/\
Share AgrlOP

A
AgrlO’
/\

AgrlO AgrOP
A

AgrO'

/\

AgrO VP

RefP is a checking-site for definites and specific wide scope bare numeral indefinites. DistP houses
distributive universals. ShareP hosts bare numeral indefinites that are specific in the sense of Enc
(1991) (i.e. range over individuals whose existence is presupposed), but that are being distributed
over. Non-specific bare numeral indefinites, as well as modified numeral indefinites move only as
far at their appropriate Case-checking A-position (which are assumed to be AgrP projections, but
the model would work the same way with A-positions in Spec,vP/TP). A difference that Beghelli
and Stowell assume to hold between bare numeral indefinites and modified numeral indefinites is
that only the latter can reconstruct to their VP-internal base positions, bare numeral indefinites
cannot.

Let us briefly review how the account predicts the relative scope facts by way of re-
examining some of the examples above. Consider (4b) again, repeated as (10a):

(10) a. Two students passed fewer than four classes S>0/*0>8S
b.  [agsp two students . . . [agop fewer than 4 classes. . . ]]

The inverse distributive scope here is impossible because the object modified numeral indefinite is
in [Spec,AgrOP], while the subject bare numeral indefinite that is in subject position cannot
reconstruct to VP by assumption. Consider now (5b), reproduced as (11a). The universal must be
located in DistP. Because the modifier numeral expression can reconstruct to VP as an option, the
scope ambiguity is derived.

(11) a.  Fewer than four students passed every class S>0/0>S
b. [aersp fewer than 4 students [pisp every class ...[vp fewer than 4 students...]]]



Differential Quantifier Scope: Q-Raising versus Q-Feature Checking 221

If the object is also a modified numeral indefinite, then the subject modified numeral expression is
able to reconstruct below it, as in (7), repeated as (12a), with the LF structure in (12b):

(12) a.  More than three men read more than six books S>0/?70>S
b.  [aesp (more than 3 men) [agrop more than 6 books... [vp more than 3 men... ]]]

Given that distributive universals don’t reconstruct, and given that an object modified numeral
indefinite can raise only as high as AgrOP, only direct scope is generated for (6), repeated as (13a):

(13) a.  Every student passed fewer than four classes S>0/*0>S
b. [piste every student [agop fewer than 4 classes... [vp (fewer than 4 classes)... ]]]

In an analogous situation, as in (14a) repeated from (8), a bare numeral indefinite is able to escape
the scope of the subject universal, but cannot distribute over it. This is derived by Beghelli and
Stowell by means of moving the object bare numeral to highest position RefP. RefP is stipulated not
to allow distributing the quantifier it houses, hence wide non-distributive scope is correctly
generated:

(14) a.  Every student admires two teachers S>0/*0>S8S
b. [refr two teachers [pigp every student . . . ]]
3.2. Szabolcsi

Szabolcsi (1997) argues that Hungarian, with its preverbal overt movements, provides strong
evidence for Beghelli and Stowell’s (1994/1995; 1997) theory of scope. She transposes Beghelli
and Stowell’s analysis to Hungarian by positing the following hierarchy of functional projections in
the preverbal domain of this language:

(15) HRefP

/\
HRef

/\
HRef HDistP

/\
HDist'
/\
HDist FP/PredOpP

A
F'/PredOp’

/\
F/PredOp

HRefP is targeted again by referential expressions (definites and wide scope indefinites), HDistP by
increasing distributive quantifiers, FP by focus operators (cf. Brody 1990), and PredOpP by the
modified numeral class of QPs (as well as bare numeral indefinites with stress on the numeral),
which are referred to as counting quantifiers (such as kevés N ‘few N’, (pontosan) hat N ‘(exactly)
six N”)—all in overt syntax. By stipulation, out of the latter two projections (FP and PredOpP), only
one can appear in one clause. In the field marked by three dots we find the verb and AgrP
projections.
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Now, this picture in itself unfortunately does not account for the full set of even the most
basic data. Therefore Szabolcsi proposes that the following hierarchy is present in the postverbal
field of Hungarian, below the raised verb (that is (16) is a continuation of (15)):

(16) RefP
N
Ref
A
Ref CaseP

N

Case’

/\
Case DistP

/\
Dist’
/\
Dist VP

AN

In distinction to HRefP and HDistP, movement to these second instances of RefP and DistP is
covert. Inhabitants of CaseP (a recursive Case-checking projection postulated by Szabolcsi where
all arguments have a chain link by LF at the latest) can optionally A-reconstruct.

Here too quantifiers bearing the relevant features raise to the corresponding projections. Some
Hungarian examples are provided in (17), along with their analysis in the style of Szabolcsi (left
arrows indicate LF raising, right arrows signal LF-reconstruction, where the latter one is an optional
operation).

(17) a. [arete Péter; [mpisee mindenkity [pp a névnapjan koszont fel
P.-nom everyone-acc the nameday-his-on greets Pref

[CaseP ti [CaseP tk [VP ti tk
‘Peter congratulates everyone on his name day’

b. [predopp Kevés lanyt; koszontott fel [rer [casep ti [vp az osztalyfondk t;
few girl-acc greeted  Pref the headmaster-nom
‘The headmaster congratulated few girls’
C. [HDistP Mlndkét fi]-,11 [PredOpP két kényvetk hOZOtt [CaseP ti [CaseP tk

both boy-nom two book-acc  brought
[piste [vp... ti... tk ... minden Orara ...
every (l:lass—to

‘Both boys brought along two books to every class’

d.  [rp Egy keddi napon harapott meg
a Tuesday day-on bit Pref
[casep hatnal tobb kutya [ Distp [Vp“..minden fiat... (ambiguous)
more than six dog-nom T every lToy-acc

‘More than six dogs bit every boy on a Tuesday’
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In (17a) the various quantifiers move to the respective quantifier projections overtly: the proper
name to HRefP, the universal to HDistP, and the focus operator to FP. In (17b), PredOpP replaces
FP, and that is where the counting quantifier raises to, while the postverbal definite NP moves to
RefP of the postverbal domain covertly. (17¢) contains a postverbal universal quantifier, which
moves to DistP covertly. Finally, the ambiguity of (17d) is derived by assuming that on the one
hand, the universal quantifier moves to DistP covertly, and on the other, the expression hatnal tébb
kutya ‘more than six dogs’ optionally reconstructs from CaseP to its VP-internal position—this
being responsible for the ambiguity. The postulation of CasePs is crucially instrumental for
Szabolcsi to treat postverbal scopal optionalities.

Having reviewed the mechanisms of the Beghelli and Stowell/Szabolcsi, I will now show why
this account is unworkable.

4. Bringing the Q-feature checking approach down

In this section I demonstrate that (i) Hungarian does not provide support for an A-bar checking
approach to Q-scope, (ii) the postulation of projections RefP and DistP create serious problems, and
(iii)) the A-bar checking account is severely challenged by various instances of under- and
overgeneration.

4.1. Hungarian does not support the Q-feature checking account

Although Szabolcsi underscores the similarity of the Hungarian and the English clause, and
suggests that this similarity appears to support Beghelli and Stowell’s theory, in actual fact this
similarity is much more limited than what would make a convincing argument. The more different
the set of functional projections of English and Hungarian clause structure, as well as the
hierarchical order of these projections are, the more the potential justification derivable from such
an alleged symmetry diminishes, and at the same time, the more the ideal of reducing cross-
linguistic variation to a minimum in the theory is contravened. I will show next that the evidence
that can be extracted from Hungarian for English-type quantifier projections targeted by covert
movement is inconsequential.

4.1.1. Discrepancies between Q-projections in English and Hungarian

First, as acknowledged by Szabolcsi herself (Szabolcsi 1997: 122), FP does not parallel ShareP of
the English clause, neither does PredOpP correspond to AgrP in English. FP is matched with focus
interpretation, and it can host definite expressions as well—neither is true of ShareP (as Szabolcsi
acknowledges). While AgrP is the locus of phi-feature checking and an A-position, FP/PredOpP is
not. Further, reconstruction of bare numeral indefinites from CasePs needs to be optional for
Hungarian, but needs to be banned for English.

4.1.2. A free hierarchy?
Second, I show that when we consider a wider range of data, the extensions of the functional
hierarchy that are made necessary result in a radically liberal functional architecture. Inasmuch as a
fixed (absolute or relative) position is an important motivation for postulating a functional
projection, the basis of positing the functional projections involved here is considerably weakened.
Let us see what reason there is to believe that the quantifier projection hierarchy must be more
liberal than Szabolcsi claims it to be. Hungarian has true multiple foci constructions in the sense of
Kritka (1991), involving two independent identificational foci (as opposed to a language like
Italian). As has been demonstrated (E.Kiss 1998, Suranyi 2002), the second identificational foci
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moves to its own separate FocP projection, below the preverbal FocP (which on analyses following
Brody (1990) houses the verb itself in its head). Postverbal focus operators may optionally scope
inversely over other postverbal quantifiers such as universals, as will be illustrated shortly (in (18)
and (20) below). Thus, movement of secondary identificational foci to their FocP projection is
covert, and this FocP can be projected either below or above the LF position of the other postverbal
quantifier (say, a universal) (Surdnyi 2002).

Consider the example in (18), with a postverbal focus and a postverbal distributive universal.
The scope ambiguity between these two postverbal quantifiers is represented structurally in (b) and
(b”). Namely, postverbal FocP can be projected either below or above postverbal DistP.

(18) a. Péter mondottel egydidknak mindent csak kétszer egymas utan
P.-nom told Pref astudent-dat everything-acconly twice in turn
‘It is Peter who told a student everything only twice in turn’
OK (Peter >) only twice > everything / ° (Peter >) everything > only twice
b.  [FocP Peter. .. [FocP only twice [DistP everything [VP ]]]]
b’.  [FocP Peter ... [DistP everything [FocP only twice  [VP ]]]]

In addition to the ambiguity arising from the relative scope of the postverbal distributive universal
and the postverbal focus, there is a further ambiguity, which derives from the interpretation of the
indefinite ‘a student’. Indefinites that have relative wide scope with respect to some operator are
placed in RefP in the system being considered. The point here is that the postverbal ‘a student’ in
(18a) can be understood as either co-varying with the two occasions (i.e. the focus) or not, and
further, as either co-varying with the things being told (i.e. the distributive universal) or not. That
means that we need to revise the range of options in the postverbal field at least to (19):

(19) ...  [RefP [DistP [FocP [RefP [DistP [VP

In fact, it is possible to construct examples with yet richer structure, corresponding to rich
postverbal scope relations, such as (20a). The representation of (20a) (on the surface scope
interpretation of the universal and focus quantifiers) should be (20b), where RefP-s mark the
possible LF positions of the indefinite ‘a room’.

(20) a. Péter  beszél meg minden vizsga elott  csak kétszer
P.-nom discusses Pref every exam before only twice
minden didkkal csak harom vizsgakérdést egy teremben
every student-with only three test questions-acc a room-in

‘It is Peter who discusses only three test items with every student only twice
before every exam in a room’

b.  [FocP Peter ... [RefP [DistP before every exam [RefP [FocP only twice . . .
... [RefP [DistP with every student [RefP [FocP only three test items [VP ]]]]]]

The picture we have arrived at by simple logical extension of Szabolcsi’s model for Hungarian
appears rather unconstrained: in the postverbal field, RefP, DistP and FocP can be projected at any
point freely, interspersing with each other.

Curiously, the same does not hold of the same projections in the preverbal field: there they
can only be projected in the order RefP > DistP > FocP. We return to this, as well as further
asymmetries between the preverbal and the postverbal quantifier-projections directly.
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4.1.3. RefP is unlike HRefP

I will argue now that the presumed parallel between Hungarian overt HRefP and English covert
RefP’ does not hold: these two projections are essentially different in their properties. Further, in
some crucial cases when we expect overt movement to Hungarian HRefP to happen if HRefP did
parallel English RefP, these movements do not happen. I will also argue that HRefP is distinct not
only from English RefP but also from Hungarian (postverbal) RefP.

Let us start with this last point, i.e. the difference between Hungarian preverbal HRefP and
postverbal RefP. A syntactic asymmetry is that movement to HRefP is overt, and movement to
postverbal RefP is covert. As for phonological and semantic interpretation, putative inhabitants of
RefP have no special status, which is especially clear if we contrast them with inhabitants of HRefP.
First, definites and indefinites do not bear obligatory stress (can be deaccented) when in HRefP,
whereas when they are in RefP, deaccenting is not available (cf. E.Kiss 1994).

(21) Az “igazgato bemutatta minden lanynak egyenként a 'fiukat
the director-nom Pref-introduced-3sg every girl-acc ~ one-by-one  the boys-acc
‘The director introduced the boys to every girl one by one’

Intonation can be rising on elements in HRefP, but not on elements in RefP. Also, an intonational
boundary can be found after HRefP, but not after RefP.

From a discourse semantic perspective, it can be observed that inhabitants of HRefP need to
be high accessibility entities in the sense of Ariel (1990, 1994), while inhabitants of RefP need not.
This explains the acceptability contrast of the intended co-reference in (30), where judgments refer
to a discourse-initial position (the pronoun in (30a) is supposedly in RefP, while it is in HRefP in
(30b)).

(22) a. Mindig veszekszem vele;, Péter; mégsem haragszik meg
always quarrel-1sg  with-him P.-nom still not become angry Pref
‘I always quarrel with him, Peter nevertheless is not angry with me’
b.  ?*Vele; mindig veszekszem, Péter; mégsem haragszik meg
with-him always quarrel-1sg  P.-nom still not become angryPref

Further, it is a long-standing generalization that expressions that are in HRefP for Szabolcsi
function as logical subjects of categorical judgments (cf. e.g. Kuroda 1972). Now the same does not
hold true of postverbal referentials/specifics.

Observe further that the English RefP originally proposed by Beghelli and Stowell also
systematically differs with respect to the properties we have just enumerated from Hungarian overt
HRefP. The properties of the inhabitants of HRefP (high accessibility, logical subject interpretation,
overtness of movement, special prosody) make them similar more to English topicalized
constituents, while inhabitants of English RefP are an unmarked case. (Note that English
topicalization falls outside the domain described by Beghelli and Stowell: it is a syntactically
higher, CP-related phenomenon.)

Thus, we can conclude that the claim that Hungarian overt HRefP is parallel to English RefP
and that therefore Hungarian provides overt support for a Beghelli and Stowell style analysis cannot
be upheld.

7 Here and elsewhere ‘overt HRefP’ is shorthand for ‘HRefP, movement to which is overt’, while ‘covert RefP’ stands
for ‘RefP to which movement is covert’.
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There is a crucial set of constructions where, if HRefP really paralleled English RefP, then we
would expect overt movement to Hungarian HRefP to take place. This case is illustrated in (23),
and we can see that the expected movements do not happen to derive the readings in (b) and (c).

(23) Mindkét fin minden lanynak kdlcsonadott két kdnyvet
both boy-nom  every girl-dat Pref-lent-3sg two book-acc
‘Both boys lent two books to every girl’

a.  both boys > every girl > two books
b.  both boys > two books > every girl
c.  two books > both boys > every girl®

The same effect can be replicated with a preverbal focus instead of preverbal universals. Hungarian,
once again, fails to supply the relevant overt evidence for movement to RefP. The proper
generalization is not that if an indefinite takes scope over a preverbal QP than it has to overtly move
to HRefP, but the reverse: if an indefinite has moved overtly to HRefP (i.e. has been topicalized, as
I am arguing), then it takes scope from there.

4.2. The problematic nature of RefP

As a last blow to the status of RefP, while (overt) movement to the HRefP position has in fact been
demostrated to respect Subjacency (e.g. Puskéds 2000), existential indefinites are known to be
scopally free (e.g. Abusch 1994, Reinhart 1995), i.e. to violate Subjacency. Given this fact, the
scope of existential indefinites itself does not motivate a functional projection as a landing site,
since the syntax/semantics mapping must minimally incorporate a NON-movement mechanism for
the treatment of the scope of such NPs in any case. The same consideration applies to English RefP.
Given that in Beghelli and Stowell’s system, the scope of specific indefinites is the only remaining
motivation for RefPs, this means that whatever mechanism we may choose to treat the unbounded
scope of such indefinites, this mechanism (typically a variety of unselective binding) inevitably
subsumes the coverage of movement to RefP—which then appears redundant.

In fact Beghelli and Stowell need a special stipulation related to RefPs, which is we don’t
need to formulate if we work with a combination of the unselective binding approaches and QR, i.e.
the conservative approach. The stipulation is that nominals in RefPs cannot be interpreted
distributively, as opposed to inhabitants of all other projections, for according to Beghelli and
Stowell, projections like ShareP, AgrSP and AgrOP do get associated with a silent EACH
distributive morpheme, but RefP does not. That on Beghelli and Stowell’s approach inhabitants of
RefP must not receive a distributive reading is shown by specific indefinites with inverse wide
scope that requires them to be moved to their scope position.’

Now, considering the conservative model, QR-ed quantifiers are interpreted distributively by
definition. On the other hand, existential closure mechanisms are not distributive operations. If
inverse wide scope of existential indefinites is derived by existential binding under closure, such
existentials can only have non-distributive wide scope. On such an approach we can relate non-
distributivity of such expressions and their non-movement properties.

¥ On the first reading, the two books co-vary with the girls, on the second reading, the two books co-vary only with the
boys but not with the girls, while on the third, the two books are referentially independent.

? Silent ‘each’ in fact weakens the motivation for the Dist head as a separate head, given that other heads also contain
the same Dist (or EACH) morpheme (except for the exceptional Ref).
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4.3. The problematic nature of DistP

Let me comment finally on what Hungarian has revealed about DistP. We have seen before that
basically DistP can be projected between any two quantifier projections, hence its positional
motivation seems to dissolve in Hungarian.

Similar considerations again extend to English. Consider a sentence with more than one
universal quantifier and a reading where another quantifier takes scope in between them, such as
illustrated in (24).

(24) Every teacher told (exactly) two students everything he knows
OK every teacher > (exactly) two > everything

(24) does have among its readings, not even very difficult to get, a reading where ‘every teacher’
outscopes ‘two students’ which phrase has the object universal in its scope. Now Beghelli and
Stowell cannot generate such scope relations in sentences of this (or of an even more complex)
sort—at least without introducing further DistP projections along the clausal hierarchy.

Another complication related to DistP is the following. In order to be able to generate
distributive wide scope of a subject over a distributive universal object, as in (5b) repeated here as
(25a), DistP is crucially posited BELOW the surface position of the subject (i.e. AgrSP), as in
(25b).

(25) a.  Fewer than four students passed every class S>0/0>8"
b. [AgrsP fewer than 4 [DistP every class ... ]]

However, this entails that when the subject itself happens to be a distributive universal, we have
either improper movement from DistP (an A-bar position) to the subject position (an A position), or
we have first A-movement to subject position followed by a lowering movement to DistP—both
analyses are clearly problematic.

Finally in this series of conceptual counter-arguments, a serious drawback of treating the
scope of universal quantifiers as A-bar checking is that we apparently lose all hope of accounting
for the (rough) clause-boundedness of such quantifiers (in terms of scope economy, in terms of the
status of non-checking movements in phase theory'', or otherwise), given that the corresponding
movement in Beghelli and Stowell’s / Szabolcsi’s system is a feature-checking driven A-bar
movement: nothing rules out long movement of an every-QP to DistP of a superordinate finite
clause.

4.4. Descriptive coverage: under- and overgeneration

So far we have seen that Hungarian does not provide overt evidence for the assumed hierarchy in
that some crucial putative parallels do not hold, and even the English hierarchy needs to be

' This type of examples force Beghelli and Stowell to place DistP crucially below AgrSP: ‘fewer than four students’
can reconstruct from AgrSP to VP for the inverse scope reading. If DistP were above AgrSP, then these examples
would be predicted (wrongly) to invariably have the object universal scoping over the subject.

' Given that QR is non-feature checking movement on present assumptions (the QP does not bear an offending
feature), it cannot even be moved by IFM (Indirect Feature-driven Movement) to edge of phases to escape upwards (cf.
Chomsky 2000, 2001). Hence, a possible reasoning goes, QR cannot involve intermediate steps. Given that in a strong
phase only the next lowest phase is accessible, that entails (finite) clause-boundedness. For relevant discussion on the
clause boundedness issue, see Sauerland (1999).
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loosened up to get the fact right, and finally we have seen some conceptual arguments against the
RefP and the DistP analysis.

Let me now point out some specific cases where the Beghelli and Stowell account fails to be
descriptively adequate. One case of undergeneration we have already seen illustrated in (24), with
two distributive universals and an interfering other quantifier.

A second case in point is (26), which is essentially analogous to our earlier example (4a).

(26) Four students read three books' S>0/0>8S

Given that Beghelli and Stowell assume that, first, an object bare numeral indefinite never moves
above the subject position, and second, that bare numeral indefinites do not reconstruct to their base
position, it follows that only direct scope is generated for such examples. However, as Beghelli
(1993: 66), Liu (1997: 41) and Reinhart (1997: 369) note, inverse distributive scope is in fact
available.

A third case is illustrated by (27).

(27) Less then four students read exactly three books S>0/*0>S
Liu (1997: 18)

In (27), inverse distributive scope is unavailable. Given that modified numeral indefinites are able
to reconstruct back to VP, on Beghelli and Stowell’s assumptions we expect such inverse scope to
be available. We saw that it is indeed available in some cases, such as (7) above, repeated as (28).
(27) then involves overgeneration.

(28) More than three men read more than six books S>0/?20>S
A fourth case involves internal arguments. Consider (29a):

(29) a.  Mike showed five films to every guest
b.  [DistP every ... [AgrOP five [VP ...five...]]]]

Beghelli and Stowell’s system predicts that the VP-internal QPs involved in such a sentence type
can occur at LF as schematized in (29b). The direct object raises to DistP, while the indirect object,
being a bare numeral indefinite, cannot raise higher than AgrOP. This predicts that only an inverse
scope reading should exist between these two expressions—this is contrary to fact: a rather
prominent reading of (29a) is one with direct scope. This reading fails to be generated for (29).

A last example involves overgeneration again. In (30a) we have a sentence with two modified
numeral indefinites and a universal quantifier. One LF-representation generated by Beghelli and
Stowell’s model is (30b). This corresponds to the scope relations with DO scoping over IO in turn
scoping over the Subj. Such scope relations, however, don’t actually obtain for (30a) type examples.

12 Beghelli (1993) provides the following context to make inverse scope less dispreferred. “Classes in this department
are becoming incredibly tough; it has gotten to the point where maybe three students would pass. Last month has been
the worst ever: two students passed four classes.”

It appears considerably easier to get the distributive inverse scope reading too if we make the direct scope reading
pragmatically implausible:

6)] In the gigantic polygamous wedding ceremony, two women married one hundred men
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(30) a.  Exactly two teachers showed less than five tree diagrams to every student
b.  [AgrSP exactly 2 [DistP every [AgrOP less than five [VP ... ]]] S>10> DO

In fact, similarly to (27), Beghelli and Stowell generate DO > S scope relations, erroneously. Even
if we stipulate (on the basis of sentences like (27) and the present example) that in certain cases—
including (27) and (30)—the modified numeral in subject position cannot reconstruct across the DO
modified numeral for some reason, we would then only generate a S > IO > DO scope order, other
scope orders would not be generated. This is because the 10 every-quantifier must be located in
DistP, its position being fixed. If the subject modified numeral expression cannot reconstruct, as we
would be assuming, then the only scope order, once again, is: S > IO > DO. This means that in
Beghelli and Stowell’s system, stipulating that the subject cannot reconstruct in cases like (27) and
(30) does not help: another prominent available scope order, namely IO > S > DO, would still be
missed.

To sum up, we have seen that the Q-checking approach to Q-scope faces severe challenges.
Not only Hungarian fails to provide any evidence in favour of such an approach, but also, positing
RefP and DistP projections creates acute problems of both a conceptual and an empirical nature. In
the last subsection I established that unfortunately, the descriptive coverage of the account itself
also leaves much to be desired.

5. A QR-based approach

I will demonstrate now that a model incorporating Quantifier Raising, when augmented with
independently motivated assumptions of existential closure over choice function variables (cf.
Section 2.1 above) and A-reconstruction, is able to provide a more constrained, and at the same
time empirically superior account of differential Q-scope.

In general terms, I believe that as a methodological ideal it would be appealing to connect the
differential scope-taking options of quantifier classes to their lexical semantic characterization, in
particular, to relate their semantic characterization to the different mechanisms of scope-taking that
they can participate in. In a broad sense, this methodological stance is the same as the one taken in
Beghelli and Stowell’s / Szabolcsi’s work.

In what follows, I will first lay out the assumptions I adopt. These assumptions have been
independently argued for, and I will argue that, when combined, they yield precisely the complex
interaction patterns reviewed above. The central one of these assumptions is that QR exists as a
movement serving purely scope-shifting, and that it applies to GQ-NPs.

5.1. Bare numeral indefinites: closure and A-reconstruction

First, following a Heimian treatment, the class of bare numeral indefinites'*, being open expressions
with an unbound restricted variable, can be bound under closure. For concreteness, I adopt
Reinhart’s choice function approach here, but the particular choice among the closure approaches
will not play a role here.

Bare numerals are taken to be cardinality predicates, following Milsark’s (1977) analysis of
Definiteness Effect contexts. Bare numeral cardinality predicates are second order predicates

' The class of bare numerals may be understood to also contain the indefinite article a(n), or alternatively, this article
may be taken to be a semantic determiner creating generalized quantifiers. This choice does not matter for our purposes.
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applying to sets, assigning to them their cardinality. Hence, bare numerals only restrict, but do not
bind the given variable (Kamp and Reyle 1993)."*

(31) four classes {X|c1ass(X)&\X\=4}

The ‘binding of choice function variable under closure’ approach to (plural) existential
indefinites correctly predicts unbounded wide scope. The closure approach predicts that such
expressions do not have inverse distributive scope, since distributivity is not introduced by
existential closure higher up" (distributivity is a property of GQs only). That is, this is the
prediction, provided that plural (bare numeral) existential indefinites are only interpretable as
restricted indefinites with a free variable. We have seen, however, that such indefinites are in fact
able to have distributive inverse scope, as in (4a), and (5). Some examples are repeated here in (32).

(32) a.  Two students passed four classes S>0/0>S
b.  Fewer than four students passed two classes S>0/0>S
c. I gave fewer than four articles to two students I0>DO /DO >10

Now, inverse scope in these examples can be treated without adding anything to a standard model,
given that in minimalism bare numeral indefinites as noun phrases participate in A-movement
dependencies (Case- and/or agreement-related A-movements). Assuming, as is standard, that A-
movement can occur covertly and that A-movement chains can reconstruct'®, there is a possibility
for these quantifiers to exhibit inverse scope in interaction with certain other quantifiers merely by
virtue of forming A-chains. Inverse scope effects will arise due to A-reconstruction either if the bare
numeral indefinite in question undergoes A-reconstruction itself, or if another quantifier A-
reconstructs below the bare numeral indefinite.

Up to this point we have left it an open issue whether bare numeral indefinites are in fact
ambiguous between a variety of plural Heimian indefinite, and a GQ interpretation (involving an
existential quantifier). Now, if bare numeral plural indefinites did have a GQ interpretation and QR
applied to them, we would certainly make a number of false predictions.

Among them, we would predict that an object bare numeral indefinite take distributive scope
over a subject universal quantifie—this is false (cf. (8)). If bare numeral indefinites did QR,
another prediction that would be made is that inverse scope of an object bare numeral indefinite
over a subject bare numeral indefinite can be achieved without A-reconstruction of the subject: the
object needs to QR above the subject. But if A-reconstruction is not involved in such cases, then
this makes an interesting prediction: namely, we do not expect any interference with respect to the
binding options for the subject, given that the subject does not need to A-reconstruct. On the other
hand, if QR is not available to bare numeral indefinites, then the subject does need to reconstruct for
inverse scope, and we expect interference with binding of the subject.

To test this, consider (33):

(33) a.  Bill believes two pictures of himself to have outraged three Hungarian critics
b.  Bill believes that two pictures of himself have outraged three Hungarian critics

' A usual notation for an indefinite like four classes is {X ’ classes(X) & ‘ X ‘ =4}. The numeral leaves the X variable
unbound, hence it is available for existential closure, therefore (non-distributive) wide scope in general is possible for
unmodified numeral indefinites.

' A distributive operator is sometimes introduced at the point where the indefinite restriction is interpreted.

'® Reconstruction in A-chains has recently become debated, most notably by Lasnik (1999). Boeckx (2001), however,
argues strongly that A-reconstruction is available.
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If the reflexive embedded in the subject has to reconstruct to obtain inverse distributive scope, than
the reflexive will at the same time get out of the local domain of its antecedent—hence, such
inverse scope reading is expected to be unavailable in this case. In light of (33), this is indeed what
happens: a scenario involving two different pictures matched to each of the three critics (i.e. a
distributive inverse scope) is not among the interpretations of (33). Hence, (33) makes an argument
again against QR-ing bare numeral indefinites. This contrasts with examples similar to (33), but
with a universal quantifier in the object positon of the embedded clause: there inverse scope of
object over subject is available precisely because universal quantifier can QR above the subject (e.g.
Bill believes two pictures of himself to have outraged every Hungarian critic).'” '*

It seems then that bare numeral indefinites do not QR, and can take inverse distributive scope only
if A-reconstruction occurs. However, for these cases, i.e. for the cases when their inverse scope is
distributive, we need to provide a source for distributivity. Existential closure (over choice function
variables) may apply in principle at any syntactic point (including intermediate readings (shown to be
available a.o. by Farkas (1981), Ruys (1992) and Abusch (1994))), that is, including locally,
immediately above the bare numeral indefinites. However, existential closure over choice function
variables does not yield a distributive reading, as we have already pointed out.

Such distributive scope is available to bare numeral indefinites only in Situ, in their A-position
(e.g. when they are in subject position, or when another QP A-reconstructs below their Case-related A-
position); more precisely, distributivity is available for them in their A-position if the verb is compatible
with such an interpretation. We can then relate these distributive readings of bare numeral indefinites
locally to the distributive component (often modeled in the form of a distributive operator) in the
semantic representation of the relevant verb (or other predicate). This produces exactly the effect we
have witnessed: distributive interpretations of bare numeral indefinites available only locally, in the A-
positions.

Thus far, we have A-movement / A-reconstruction, as well as binding under closure in the picture.

5.2. Modified numeral indefinites: A-reconstruction and the role of focus

I take Liu’s (1990) basic observations of the inability of modified numeral indefinites to take
inverse distributive scope (in most of the cases) to be crucially important. In a model that
incorporates QR, this should mean that these quantifiers do not participate in QR. They clearly
participate in (agreement- and Case-related) A-movement dependencies. The null hypothesis is that,
similarly to bare numeral indefinites, modified numeral indefinites can undergo A-reconstruction."

Modified numeral indefinites and nouns modified by few, as opposed to bare numeral
indefinites, do not have unbounded wide scope. This means that their numerals do not get
interpreted as cardinality predicates, they don’t have a free variable to come under closure, i.e. they
are quantified independently of closure.”” If QR exists as a scope-shifting operation, then it should

17 Another piece of evidence against QR-ing bare numeral indefinites comes from Hungarian, where QR is (optionally)
overt: bare numeral indefinites do not QR overtly in Hungarian (they only move to focus position) (cf. Suranyi 2002).
' In a recent manuscript Fox and Nissembaum (2002) make use of analogous syntactic scenarios involving the
interaction of A-bar reconstruction and binding Condition A (in order to show that A-bar reconstruction is narrow
syntactic).

' The raising construction in (i) shows that this is the case. (i) has a reading according to which what is allowed is the
absence of few students.

1) Few students are allowed to be absent

*% There is clear evidence that the numeral of non-increasing modified numeral indefinites is not interpreted as a
cardinality predicate. If an example like ‘There are fewer than six students in the room’ is interpreted as 3 X [ |X|<6 &
V x of X [student(x) & in the room(x)]], then this would allow there to be more than six students as well: it only says



232 Balazs Suranyi

apply to modified numeral indefinites provided that their modified numeral is a determiner and they are
simple GQs.

I have argued in independent work based on Hungarian (Suranyi 2000, 2002, 2004) that
decreasing and non-monotonic modified numeral indefinites are, and increasing ones can be, interpreted
as focus and occupy a syntactic focus positon. Krifka (1999) proposes that modified numerals including
the ‘at least n N’ or ‘more than/less than n N’ type are cases of focus, and they are not GQs (essentially
‘at least’/’more than’ etc. are similar to a focus particles). This means that the modified numerals are not
simply determiners, but involve focus on the numeral in a domain of alternatives. Then we understand
why modified numeral indefinites do not appear to undergo QR: this is because they are not GQs to
begin with.

The basic assumptions have now been spelt out. We have A-movement and A-reconstruction for
both bare numeral indefinites and modified numeral indefinites, where the former are bound under
existential closure, and the latter are quantified by focus. QR applies only to the remaining GQs, like
distributive universals, most, proportional many, etc.

5.3. A-reconstruction and focus

The focus treatment of modified numerals, in fact at the same time buys us something extra as well.
It is argued in Boeckx (2001) that A-reconstruction is sensitive to quantificational interveners.?'
Now since focus is a quantificational intervener, this should mean that modified numeral indefinites
are expected not to allow A-reconstruction to happen across them.

In fact this is what seems to happen. Consider the contrast from (4) again.

(4) A-reconstruction of subject
a.  Two students passed four classes S>0/0>S
b.  Two students passed fewer than four classes S>0O/*0O>S

In (b) the subject cannot reconstruct below the Case position of the object (SpecAgrOP or SpecvP),
because the object is interpreted as focus, hence quantificational.

5.4. A-reconstruction and the Mapping Hypothesis

We have taken bare numeral indefinites to be able to A-reconstruct. However, this should not be as
free as with modified numeral indefinites. In particular, under some version of Diesing’s (1992)
Mapping Hypothesis, specific existential indefinites cannot appear inside the predicate phrase, i.e.
VP/VP, at LF. Modified numeral expressions like ‘exactly five boys’ or ‘less than three books’ can
freely reconstruct to VP/VP, given that they do not introduce discourse referents, they don’t have a
specific interpretation. However, although bare numeral subjects may take narrower scope than a

that there is a set of less than six students, but there could be more (Beghelli 1993: 74, citing Schein 1993 and Ben-
Shalom 1993). Of course such examples only indicate that they are not interpreted as a cardinality predicate, but do not
explain why.

2! For instance, (i) and (ii) are not ambiguous, in the way indicated, due to the presence of the quantificational
interveners not and always:

(1) Two students did not read this book
2 >Neg/*Neg > 2

(i)  Few students are always likely to be absent
few > always > likely / *always > likely > few
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bare numeral object (as in (4a)), this clearly appears to be a dispreferred interpretation. It is in fact
next to impossible if the subject bare numeral indefinite is a partitive, as in (34).

(34) Two of the men read three books S>0/*0>8S

As Szabolcsi points out, inverse distributive scope is extremely degraded here. Our explanation
comes from the Mapping Hypothesis: ‘two of the men’, being partitive and specific (in the sense of
Enc 1991), cannot reconstruct to VP/VP. To the extent that ordinary bare numeral indefinites in
subject have a preference to be interpreted as specific (they are the default topic), their A-
reconstruction is also dispreferred—though possible.?

5.5. The model at work

Let us see how the model I have drawn up derives the other scope-asymmetries above (we have just
seen what explains (4a,b)). For ease of reference, I repeat illustrations as well as their numbers from
the previous examples. The reason of why the inverse scope is possible (or why it is impossible) is
indicated above each example.

Consider again sentences in (5). (5a) involves a modified numeral indefinite subject, which
may undergo A-reconstruction in order to yield an inverse scope effect. (5b) is different from (5a)
only in that it has a universal quantifier as the object. Now in addition to A-reconstruction of the
subject, we also have QR of the object that can produce inverse scope relations in (5b). (5¢) allows
inverse scope relations between indirect and direct objects. This once again is due to A-
reconstructability of the indirect object from its Case-checking A-position to below the Case-
position of the direct object.

(5) A-reconstruction of subject
a.  Fewer than four students passed two classes S>0/0>S
(inverse scope: Beghelli 1993: 67, Liu 1997: 47)

QR of Obj (to vP / to TP) / A-reconstruction of Subj
b.  Fewer than four students passed every class S>0/0>S

A-reconstruction of 10
c. I gave fewer than four books to two students I0>DO /DO >10

The inverse scope relations here are all derived.

Consider now (6). (6) does not admit inverse scope. This is because on the one hand, the
subject every-QP undergoes QR to TP and does not A-reconstruct, and on the other hand, the object
is a modified numeral indefinite, which is not a GQ, hence cannot QR above the subject.

22 Universal quantifiers also appear not to be able to A-reconstruct, based on examples like (8). (Apparent inverse scope
in examples like Everybody didn’t seem to be happy can be derived by Neg-raising above the subject, as argued by
Boeckx (2001).) If this is the case, then this can be derived in at least two ways. One course to take would be to place
universal quantifiers into the category of specific NPs (again, in the sense of Enc 1991), which cannot appear inside the
predicate phrase at LF. Another line is to argue that subject universals need to QR above the subject position, i.e. above
their highest A-position, otherwise (say, if they QR-ed to adjoin to VP) an improper chain would be created. Then QR
fixes their scope above the subject position.
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(6) Subject QR-s + Inability of Obj to QR
Every student passed fewer than four classes S>0/*0>S

(I will put example (7) aside for a moment, and will return to it presently.) The same scenario
obtains in (8).

(8) Subject QR-s + Inability of Obj to QR
Every student admires two teachers S>0/*0>S

The subject expression undergoes QR, but the object bare numeral indefinite cannot take
distributive scope higher than its surface position (cf. also Footnote 21).

Let us see how we can derive the scope relations in sentences which proved problematic for
Stowell and Beghelli above. Consider (24) again.

(24) Subject QR-s + 10 in [SpecAgrIOP]/[SpecvP] + DO (short-)QR-s
Every teacher told (exactly) two students everything he knows
OK every teacher > (exactly) two > everything

Here the subject every-QP undergoes QR, the indirect object undergoes A-movement to its Case
position ([SpecAgrlOP] or (outer)[SpecVvP]), while the direct object undergoes short QR to adjoin to
VP (or VP) a position below the Case position of the indirect object.*

(27) is a sentence with a modified numeral indefinite subject and a modified numeral
indefinite object.

(27) Subject cannot A-reconstruct across focus
Less then four students read exactly three books S>0/*0>S§
Liu (1997: 18)

What we have seen is that in such a sentence the inverse scope interpretation is unavailable. In the
present terms this means that A-reconstruction of the subject cannot take place. Indeed it should be
impossible, inasmuch as the object is a (non-monotonic) modified numeral expression, which we
have claimed to be focused, and hence to be an intervener for A-scope-reconstruction.

Another example that posed a complication for the A-bar checking approach was (29a).

(29a) Object QR
Mike showed five films to every guest

The direct scope is straightforward to derive here: the indirect object needs to QR to a position
below the Case position of the direct object. Example (30a) has proven even more notoriously
difficult for the Beghelli and Stowell approach.

3 Bruening (2001) argues within a VP-based (vs. AgrP-based) approach that direct objects in such double object
constructions undergo QR to an inner [Spec,vP]. This achieves exactly the same result. Bruening argues based on the 10
> DO scope freezing effect in double object sentences for a ‘tucking in’ effect a la Richards. However, many
researchers have argued that the 10 > DO scope freezing effect is one of specificity, given that the IO in double object
constructions functions as the logical subject of a posessive/existential predication (cf. Brandt 2003 and references
therein). Nakanishi (2001a,b) shows that IO >DO holds even island-externally, i.e. when both scope out of an island,
that is, in syntactic contexts where movement cannot apply.
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(30a) Subject cannot reconstruct across focus 10 + Obj QR
Exactly two teachers showed less than five tree diagrams to every student

Here the direct object can QR to VP. The subject and the direct object can only have direct scope
relations. This is because the subject cannot A-reconstruct across a focused direct object, and hence
the S > DO scope relations are invariable in this sentence. When the indirect object QR-s above the
subject position AgrSP, we have IO > S > DO, i.e. the scope relations not captured by Beghelli and
Stowell.”*

Let us come finally to the example that we have put aside: (7). (7) involves two modified
numeral indefinites, just as (27), but it contrasts with (27) in marginally allowing the inverse scope
reading.

(7) More than three men read more than six books S>0/?70>S
(Szabolcsi 1997: 116)

Now the first observation to be pointed out is that ‘more than six N’ is special among modified
numeral indefinites in Hungarian as well: it can appear either in focus position, or can be fronted to
the left of the focus position. This means that not only a focus interpretation is available to ‘more
than’-modified numerals. Second, as Liu (1997: 23) notes, there is a felt contrast between (35a) and
(35b).

(35) a.  Five teachers graded more than twenty students
b.  Five teachers graded fewer than twenty students

In (35b) the scope-independent reading does not obtain: (35b) cannot mean that there is a set of
teachers and a set of students and each graded each. However, (35a), with some difficulty, can have
such a reading, introducing a referent set of students. In Liu’s terms, although ‘more than n” NP-s
are basically non-G-specific, they can be marginally interpreted as G-specific, where ‘more than n’
is interpreted similarly to a bare numeral. Now inasmuch as an interpretation other than focus is
marginally available to ‘more than n’ NP-s, which is similar to the interpretation of bare numerals,
introducing a discourse referent, they are expected to be able to be crossed over by A-
reconstruction. This is what happens in the examples in (7) and (35a).>*°

# To the extent that (i) is possible on an DO > S reading (i.e. each paper was introduced by different sets of fewer than
three teachers), it indicates that indeed as it is expected, subject reconstruction below the (Case position of the) bare
numeral DO is available.

(1) Fewer than three teachers introduced two of Chomsky’s papers to a class of students
> As (i) shows, ‘more than n N’ can be topicalized, or can be postverbal non-focus position in Hungarian.

(i) ("Tébb mint szaz diak) tegnap az egyetem elott tiintetett (tobb mint szaz diak)
more than hundred student yesterday the university outsidedemonstrated ~ more than hundred student
‘More than one hundred students made a demonstration outside the university’

‘More than n N’ corresponds to two nominal constructions in Hungarian: (ii) and (iii). (iii) differs from (ii) in that it can
only stand in focus position.
(i)  tobb mint harom didk
more than three student
(iii))  haromnal tobb didk
three-suff more student
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A final note concerns Weak Crossover (WCO). Consider (36) first. Here the indirect object
every teacher cannot bind the pronoun inside the subject. In (37), in contrast, the object two of the
teachers can. The present account captures this contrast in a straightforward manner. In (36), A-
reconstruction of the subject is blocked due to the presence of the focussed object few students.
Then the only possibility for the every-QP to bind the pronoun is to QR above it; but that results in
a WCO violation. On the other hand, in (37) the subject is able to A-reconstruct and in this
reconstructed VP-internal position the bare numeral object can bind the pronoun from AgrOP. No
WCO violation is triggered.

(36) a *Exactly two of his; colleagues introduced few students to every teacher;
b.  [every teacher; [AgrSP exactly 2 of his; colleagues ... [AgrOP few [VP ... ]]]]
(37) Exactly four of their; students adore two of the teachers;

[AgrSP ... [AgrOP 2 of the teachers; [ VP exactly 4 of their; colleagues ... ]]]

o

This account is made possible by the assumptions that I have put forward and in this sense it
provides further support in their favour.

What I have tried to show is that the rather complex scope interaction patterns fall out in a
model incorporating QR, where QR does not apply to bare numeral indefinites or modified numeral
indefinites. Bare numeral indefinites can be existentially closed (non-distributive wide scope), and
other NPs can A-reconstruct below them to create an inverse scope reading. Modified numerals are
not cardinality predicates, but involve focus—they cannot be existentially closed, they can undergo
A-reconstruction, but due to the focus status cannot be crossed over by scopal A-reconstruction
themselves.

6. Concluding remarks

In this paper I hope to have substantiated the following two points. First, the A-bar checking
approach to Q-scope, which involves directed movements to pre-fabricated functional positions, is
both conceptually and empirically problematic (and Hungarian is far from supplying evidence in its
favour). Second, when we combine the independently motivated covert scopal mechanisms of (i)
QR, (ii) existential closure, and (ii) A-reconstruction, which is constrained by quantificational
interveners like focus and by the Mapping Hypothesis, then the intricate pattern of Q-scope
interactions is correctly predicted in an elegant manner.

Inasmuch as the present results prove to be on the right track, besides the effects of closure
and A-chains, Q-scope continues to involve QR.

2 Most informants share the judgments reported here, mostly taken from the literature. However, it appears to me that
there is some speaker-variation with respect to how inaccessible the bare numeral-like construal of modified numeral
indefinites is. For some speakers, even ‘exactly n N’ and ‘fewer than n N can (rather marginally) be forced to be
construed the same way (Gilliam Ramchard, p.c.).
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The dynamic semantics of aspectual adverbs
Alice G. B. ter Meulen

1. Introduction

In ordinary English aspectual adverbs such as in French and English encore/still, ne pas encore/not
yet, déja/already, and enfin/finally are used to create temporal coherence in local contexts, as well
as to carry prosodic features that directly indicate the speaker’s epistemic attitudes towards the
course of events described. In multi-agent contexts factual information, or the content asserted by
the speaker, is presented as descriptive information about part of the world to be incorporated into
the common ground. But it may be questioned, accepted as true or rejected as unverifiable or even
false by its recipient. However, subjective information about his attitudes about what is happening
any speaker issues with first person authority. It is logically guaranteed to be veridical and directly
referential, since it is caused by privileged access to the speakers private information state. Clauses
with aspectual adverbs effectively combine factual and subjective information about what is
happening. They constitute a good case study of how temporal information gets shared in the
common ground by triangulation between communicating agents in the world.

Aspectual adverbs are often used in temporal reasoning, where premises affect the contextually
determined reference time, shifting it at times to a later one during the interpretation of the
premises. Syntactically, aspectual adverbs occur within INFL in IP clauses describing events, as in
(1)-(4), and semantically they contribute new information about the onset or end of the described
action relative to its contextually determined reference time.

(1) John is not yet asleep Jean n’est pas encore endormi.
(2) John is already asleep Jean est déja endormi.
(3) John is still asleep Jean est encore endormi.

(4) John is not asleep anymore  Jean n’est plus endormi.

What exactly is the information the aspectual adverbs contribute in addition to the descriptive
factual content of the clauses they occur in? From premises without aspectual adverbs presented in
temporal sequence a conclusion may be validly inferred that does contain one, as in (5).

(5) a. When Mary arrived, John was asleep

Quand Marie arriva, Jean était endormi

b. John woke up
Jean se réveilla

c. Bill left
Bill partit

d. |= When Bill left, John was not asleep anymore
|=Quand Bill partit, Jean n’était plus endormi
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Even though there are no aspectual adverbs in the premises in (5a-c), not anymore in (5d) supports
a valid conclusion. When still/encore is added to the first premise in (5a), this conclusion remains
valid, as in (6).

(6) a. When Mary arrived, John was still asleep
b. John woke up
c. Bill left
d. |= When Bill left, John was not asleep anymore

Adding still in (6a) does not affect the conclusion in (6d), so in this inference still seems prima
facie not to contribute any useful information at all. But when still is used in English with marked
high pitch, ordinarily indicative of new, focused content, it indicates subjective information
regarding the speaker’s assessment of the timing or duration of John’s sleep.

(7) When Mary arrived, John was STILL asleep

Given the marked prosody in (7) anyone competent in English understands that the speaker had
counterfactually expected, planned, hoped or perhaps feared that John would have woken up before
Mary arrived. We use (7) to express some form of dissatisfaction or even irritation with the actual
course of events where John’s sleep endures. What the speaker is dissatisfied with systematically
depends on the propositional content of the clause modified by the aspectual adverb. It is a matter
of rhetorics or general pragmatics to determine in each context which attitude or emotive coloring
of subjective information the speaker means to convey by the marked prosody, ranging from hope,
plan, fear, to expectation or even trust. Of course, this leaves lots of room for misinterpretation and
misunderstanding between communicating agents. In this paper the nature of the speaker’s attitude
remains undetermined, using ATT as a generic intensional relation of a speaker’s attitude towards
the factual descriptive content on which it is based.

2. Presuppositions of aspectual adverbs

The presuppositions of indicative clauses with aspectual adverbs are shared with its corresponding
polarity question and VP-internally negated form. Proper answers to polarity questions must also
share the presuppositions of the question. When the presupposition of the question is not accepted
as common ground, another, meta-linguistic form of negation, i.e. denial (8d), must be used. In
(8ab) still and not anymore are seen to share a presupposition, not shared by already in (8c), and
denied by not yet in (8d).

(8) a. Was John still asleep, when Mary arrived?
b. No, he was not asleep anymore.
c. * No, he was already asleep.
d. No, he had not even fallen asleep yet.
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The interaction in (8) with internal and external negation shows that the four basic aspectual
adverbs are clearly related by polarity in their temporal meaning. This relation is clarified below in
the DRT-style of semantic representation. !

In a similar vein, presuppositions of aspectual adverbs in discourse cannot be accommodated, when
the immediately preceding clause has contributed conflicting information. The accommodation of
presupposition in a context that does not already entail it is hence a much more constrained process,
if accommodation is considered as a general repair strategy.? If (9) is assumed to constitute
coherent discourse, presented as continuous speech from a single source, the presupposition of
falling or being asleep, i.e. being awake before, cannot be accommodated, since the context
contains at the current reference time contradictory information that the referent is asleep.

9) a. 7* John was already asleep. He fell asleep.
b. 7* John was not asleep anymore. He was asleep.

Had the aspectual adverbs not occurred in (9), the text could have been interpreted as a set of
discontinuous clauses, possibly from different sources or uttered at various times. The aspectual
adverbs contribute the information that the description of the course of events is produced by
someone specific, representing a possibly biased perspective on what is happening. After updating
the context with (9a) the information that John is asleep is current, so the presupposition of the
second clause, i.e. that John was not sleeping in the given context, is inconsistent with it. Hence this
presupposed information can not be accommodated at the current context, precluding the second
clause from effecting a consistent and coherent update of the current information state.

When the initial context is updated by asserting the incompatible information, instead of
presupposing it, the reference time is properly shifted, in order to coherently incorporate the content
of the subsequent clauses, as in (10).

(10) a. John was already asleep. He woke up and fell asleep again.
b. John was not asleep anymore. He fell asleep again, so then he was asleep.

Assuming overall coherence of information, contributing information to the common ground by
presupposition accommodation must hence be distinguished as updating process from asserting
information, as in (9a/10a). Asserting information already presupposed by the preceding clause may
create incoherence, as we see (9b/10b). A polarity conflict created by asserting information
inconsistent with content of the preceding clause cannot be resolved by simply repairing the
context, accommodating its presuppositions either by revising it or by shifting to a new, later
reference time.

3. A DRT analysis of aspectual adverbs
Aspectual adverbs modify the factual content contained in the clause in their scope. E. g. John was

already asleep entails that John fell asleep before, and John is still not asleep entails that John is not
asleep yet, but falling asleep. It would be not just odd, but really misleading or perhaps predantic as

1 Cf Smessaert and ter Meulen (2004) for a more detailed discussion on the presupposition of
aspectual adverbs and comparison to other semantic accounts.
2 Cf. Beaver (1997).
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communicative act, to describe John as still not asleep, if he is actually jogging or cooking dinner,
actions that are obviously incompatible with his falling asleep.

The DRT techniques of declaring reference markers and relating these in conditions with
descriptive predicates produces the following representations for the four basic aspectual adverbs,
linearly presented for easy exposition.3

(11) John is already asleep
[ro, 11, €, ] | sleep(e, j, +) & e D 19 & 9= current &
r1 © START(sleep(e, j, +)) & r1<ro & SINCE(ry, (sleep( e, j, +))) |

In (11) John’s sleeping is anchored to the current reference time ro and its presupposition that he fell
asleep earlier is added by representing the aspectual adverb with the corresponding aspectual verb.
Ordinarily presuppositions are not automatically included in the DRS of a clause, although they
may be added by presupposition accommodation or justification.# The presupposed event of falling
asleep is telic , i.e. it does not contain sub-events which themselves are events of falling asleep.
When the aspectual adverb is represented, it introduces a preceding reference time ry, that includes
this most recent occurrence of him falling asleep. The SINCE condition specifies that the onset of
John’s sleeping was not just any past event of him falling asleep, but the one after which he
remained asleep up to now, i.e. the last time John fell asleep. The temporal DRS condition with
since serves to bind John’s falling asleep to his current state of being asleep.’

The other three aspectual adverbs are represented in (12)-(14), systematically using SINCE/UNTIL
for binding the polarity transition to the current state and the temporal precedence order to reflect
their polarity relations.

(12) John is still asleep

[ro, 11, €, ] | sleep(e, j, + ) & e D 19 & 1y = current &

r1 © END(sleep(e, j, +)) & 1o <r; & UNTIL (1}, (sleep (e, j, +))) |
(13) John is not yet asleep

[ro, 11, €, ] | (sleep(e, j, - ) & e D1y & 1y = current &

r1 2 START(sleep(e, j, +)) & ro<r1; & UNTIL (11, (sleep (e, j, -))) |
(14) John is not asleep anymore

[ro, 11, €, ] | (sleep(e, j, - ) & e D1y & 1y = current &

r; 2 END(sleep(e, j, +)) & r1<r1o & SINCE(1y, (sleep (e, j, -))) |

The DRT-construction rules for these adverbs are specified in (15) in a simplified linear format,
assuming a compositional VP semantics.

3 The reader unfamiliar with DRT semantics is referred to Kamp and Reyle (1993) or ter

Meulen (2003) for an introduction.

4 See Kamp (2003) for a comprehensive analysis of presupposition computation and justification in
DRT.

5 Cf. Kamp and Reyle (1993: 628-635) for a discussion of the semantics of since and until in

temporal contexts.
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(15) a. [ipx [vr already [ve Ly P (y)]1] => [ro, 11, €, x | P(e, X, 1)) &
e 219 & 112 START(P(e, X, +)) & 11<r19 & SINCE(r}, (P (e, x, +))) ]
b. [ipx [ Still [ve Ay P (y)]]]=> [ro, 11, €, X | P(e, X, 1)) &
e Dro &2 END(P(e, x, +)) & ro<r1; & UNTIL(1}, (P (e, X, 1))) |
c. [ip x [inrL NOtyet [vp Ay P (y)]]] => [ro, 11, €, X | P(e, X, -)) &
e Dro & 11> START(P(e, x, +)) & 1o<r1; & UNTIL(r;, (P (e, X, -))) |
d. [ip X [IneL NOt @nymore [yp 7\,}/ P (y)11] => [ro, 11, €, X | P(e, x,-)) &
e 219 & 12 END(P(e, X, +)) & r1<r19 & SINCE(ry, (P (¢, %, -))) ]

Aspectual adverbs make it possible to describe an ongoing event statically, systematically placing it
in the context of its future or past polarity transition. This constitutes an essentially indexical
account of the English aspectual adverbs and forms the basis for the semantics of prosodically
marked usage of aspectual adverbs presented in the next section.

4. Prosodically Marked Aspectual Adverbs

English aspectual adverbs prosodically marked by a high pitch indicate that the described, current
course of events varies from what the speaker had envisaged it to be like. The exact nature of the
epistemic attitude of the speaker may vary greatly from one context to another, and is apt to lead to
misunderstandings by the recipient. To abstract from all such intricacies, we use here the generic
attitude ATT, systematically relating the speaker (sp) to the onset or termination of the described
event.

Marked prosody cannot naturally be expressed with high pitch on not yet, but English has an
extensionally equivalent lexicalization, that does accept this prosody in STILL not. There may be an
interesting phonological explanation why not yet does not provide a suitable lexical structure to
carry such marked prosody, perhaps requiring internal negation to avoid placing high pitch on it. An
answer to this issue would lead us much beyond the scope of the current paper, but clearly
complements this semantic account of prosodically marking in dynamic information structure.
Accordingly in (16) the prosodically marked STILL not creates a contrast between the actual course
of events, and what the speaker subjectively had envisaged it to be. It indicates that the actual
course of events is slow in the eyes of the speaker, i.e. in his subjectively preferred course of events
John would actually be asleep. His falling asleep should have occurred already, switching UNTIL
to its counterpart SINCE to create the desired temporal binding.

(16) John is STILL not asleep
[ip John [ivrL STILL not [ve Ay sleep (y)]]] =>
[ro, 11, €, X | sleep(e, X, -)) & e D 19 & 112 START(sleep(e, x, +)) & ro<r; & UNTIL(r,
(sleep (e, x,-))) & ATT (sp, [ - | r1 <19 & SINCE(ry, (sleep (e, j, +)) )] )]

Now it is easy to see what the semantic representation of other prosodically marked forms of the
aspectual adverbs should be. Again, English has no prosodic marking for not anymore, as it uses no
LONGer to express the contrastive speaker information. The positive phase adverbs already and
still are easily used with marked prosody.
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(17) John is STILL asleep

[IP John [INFL STILL [Vp }\,y Sleep (y)]]] ==

[ro, 11, €, X | sleep(e, x, +)) & e 2 19 & 112 END(sleep(e, x, +)) & ro<rt;

& UNTIL(ry, (sleep (e, x,+))) & ATT (sp, [ - | r1 <19 & SINCE(r), (sleep (e, ], -)) )] )]
(18) John is no LONGer asleep

[ir John [inr no LONGer [vp Ay sleep (y)]]] =>

[ro, 11, €, X | sleep(e, X, -)) & e D 19 & ;2 END(sleep(e, x, +)) & 11<r1y

& SINCE(ry, (sleep (e, x, -))) & ATT (sp, [ - | ro<r1; & UNTIL(1y, (sleep (e, j, +)) )] )]
(19) John is alREADY asleep

[IP John [INFL alREADY [VP }\,y Sleep (y)]]] =>

[ro, 11, €, X | sleep(e, x, +)) & e D19 & 112 START(P(e, x, +)) & 11< 19

& SINCE(ry, (P (e, x,+))) & ATT (sp, [ - | ro<r1; & UNTIL(1}, (sleep (e, ],-)))]) |

The contrasts induced by the prosodically marked aspectual adverbs always concern the timing of
the polarity transition from a negative phase (not sleeping) to a positive phase (sleeping) and the
speed with which the current course of events develops. Using alREADY and no LONGER the
speaker registers her surprise at how early the polarity transition took place. With STILL and STILL
not she indicates that she had preferred the transition to have taken place, registering hence her
negative evaluation or disappointment at its being late. It is remarkable how much information is
added to the meaning of the original basic four aspectual adverbs in a highly effective and efficient
way by prosodically marking the corresponding aspectual adverbs in English.

5. Presuppositions, polarity transitions and temporal reasoning

The four basic DRSs in (11)-(14) differ along three dimensions, referred to as POLARITY
DIMENSIONS, since they relate to negation or more generally to an opposition between positive and
negative values. In mapping these three dimensions into their combinatorial space, it becomes
obvious that not all logical possibilities are realized. The logical constraints on lexicalizations turn
out to be attributable to presuppositions. The basic opposition in (20) concerns the actual polarity of
the condition involving John’s sleeping at the current reference time.

(20) polarity dimension A = ACTUAL POLARITY
A =1 positive polarity sleep (e, j)
A =0 negative polarity ~ sleep (e, j)

For already in (15a) and still in (15b) this A dimension is positive, since the reference time is
located inside a positive phase of the sleeping-event. The other two adverbs not yet in (15¢) and not
anymore in (15d) have a negative A dimension.

The second polarity dimension B encodes the two aspectual operators involving opposite polarity
transitions of the event. The START operator is monotone increasing since, once you have started a
subevent e, as temporal part of e,, you must have started e,, corresponding to a positive B-value in
(21). The END operator is monotone decreasing, since in ending e; any subevent e, that is a
temporal part of e, is ended, yielding a negative B-value.
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(21)  polarity dimension B = PRESUPPOSED TRANSITION
B =1 transition from negative to positive polarity START(P(e))
END(~sleep (e, j)) = START(sleep (e,)))
B =0 transition from positive to negative polarity END (P(e))
END(sleep (e, j)) = START(~sleep (e,j))

B is positive for not yet and already, but negative for still and not anymore.
The linear order between these polarity transitions and the reference time constitutes the third
polarity dimension of perspective in (22), where 1, is a reference marker anchoring the aspectual
operators START and END. With the positive conditions, this C-dimension is retrospective -- i.e.
the information is provided by the speaker looking back upon a realized transition in the past with
the START and SINCE operators. With the other conditions the C-dimension is prospective -- i.e.
looking forward to possible transitions in the future with the END and UNTIL operators:
(22)  polarity dimension C = PERSPECTIVITY

C=1 retrospective r; <ry

C=0 prospective ro< 1]

The retrospective adverbs already and not anymore get a positive C-polarity. The prospective ones
not yet and still get a negative C-polarity. The monotonicity properties of START and END,
discussed above, assure their proper interaction with this C-dimension.

These different polarity assignments are summarized in the 3D polarity system in (23).

(23)
THREE-DIMENSIONAL POLARITY SYSTEM A B e
John is asleep 1 _ )
John is not asleep 0 ) i
John is not yet asleep 0 1 0
John is already asleep 1 1 1
John is still asleep 1 0 0
John is not asleep anymore 0 0 1

One advantage of this 3D calculus is its independence of the syntactic categories in which aspectual
information is expressed, which may vary considerably across different languages. The composition
of the paraphrases of not yet asleep as will start sleeping, or that of not asleep anymore as having
ended sleeping is straightforwardly associated with these three polarity dimensions, as in (24a, b).

(24) a.notyetP b. not P anymore
will (C=0) have (C=1)
start P (B=1) ended P (B=0)
not P now (A=0) not P now (A=0)

An important observation in connection with the polarity system in (23) is that, although the
interaction of three binary parameters yields a complete space of eight logical possibilities 2%, only
four of them are actually lexicalized. Since the three ABC dimensions are not logically
independent, the assignment of a value to one parameter imposes constraints on the assignment of
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values to the others. For instance, the combination of prospective and a START-presupposition
constrains the combination with the A-polarity: e.g. in order to start P (B=1) in the near future
(C=0) you must not now be engaged in it (A=0). Referring to the polarity combinations 11 and 00
as CONVERGENT, and to 10 and 01 as DIVERGENT, these constraints can be formulated as the
equivalences in (25):

(25) a. [(AB are convergent) iff. (C=1)]
b. [(AC are convergent) iff. (B=1)]
c. [(BC are convergent) iff. (A =1)]

These equivalences reveal a certain redundancy in the 3D polarity system of (23), as two binary
parameters would suffice to distinguish four expressions. However, explicitly representing the three
dimensions is essential to show all combinatorial possibilities and to provide a logical foundation
for predicting their value: given the polarity of any combination of two parameters, the value of the
third parameter is predicted. With prosodically marked adverbials the C-parameter will turn out to

be pivotal to capture the essential situatedness of temporal reasoning:

Some forms of temporal reasoning may be accounted for in terms of the 3D polarity calculus,
clarifying which parameters reverse their polarity from still to not anymore. The second premise in
(6b), introducing an actual polarity transition, obviously switches C from 0 (prospective) to 1
(retrospective), modeling the passage of time by relegating what was once considered future to the
past, i.e. introducing a new, later current reference time into the DRS. The constraints in (25)
predict that as soon as the value for one parameter is reversed, the value of one (and only one) of
the other two parameters must be reversed as well, if the inference is valid. In this case, the reversal
of the dynamic C-parameter reverses the A-parameter for the actual polarity from positive to
negative. The value of the presupposition B-parameter must be preserved, as factual changes in the
world should not affect presuppositions. The temporal inference whose validity relies on reversing
the A- and C-values, while preserving the B-value, is schematically represented in (26).

A BC

(26) a. still asleep 1 00
b. wake up 0/1

c. not asleep anymore 0 01

Shifting reference times from Mary’s arrival to Bill’s departure, the examples in (27) illustrate the
other two logical possibilities of changing two values, while preserving the third in temporal
reasoning, both yielding invalid patterns that do not preserve the presupposition in B.

A BC

(27) a. John was not yet asleep 010
b. John fell asleep 0/1

C. |# John was still asleep 1 00

d. |# John was not asleep anymore 0 01

Although in (27¢) the A-value of the factual polarity is reversed with still, the prospective negative
C-value is not changed accordingly. Instead, the presupposed polarity transition in B of starting is
replaced by ending, as it were jumping forward too far inside the event. This creates temporal
incoherence, resulting in an invalid inference.
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An even bigger leap forward occurs in (27d); although the C-value is switched to the retrospective,
positive one, the actual polarity in A is not, while the B-parameter is switched from starting to
ending. As a consequence, two polarity transitions are packaged into one step, resulting in temporal
incoherence and an invalid inference. The other valid inferences based on the two premises in (6a-
b) are given in (28).

A
0

—

C
(28) John was not yet asleep 0
John fell asleep
|= John was ?already asleep

111
|= John was not awake anymore 0 01

=}

/1

aoc o

In the inference in (28¢c) A and C are reversed, whereas B remains constant. However, the question
mark with already reveals that the situation may not be quite as symmetric as suggested. As
discussed in the analysis of prosodically marked aspectual adverbs, the subjective evaluation of fast
and easy progress so readily associated with already seems to interfere in our intuitions, even in the
prosodically neutral case. This is not the case in (28d), where the dynamic reversal of the AC-
values from (28a) to (28c) is followed by the static START P = START ~(~P) reversal of the AB-
values, while substituting the antonymous verbal predicate. In other words, in going from not yet P
in (28a) to not ~P anymore in (28d), switching the BC-values and substituting the antonym yields a
perfectly valid dynamic inference, as the subjective information plays no role in it. However, when
more sensitive notion of coherence is taken into account, it matters whether the glass is half full or
half empty. In capturing coherence of context, this BC reversal with antonym substitution may no
longer be considered an acceptable inference.

Given the simplified polarity calculus for the basic aspectual adverbs, we can incorporate the
prosodically marked adverbs providing attitude information by expanding it from three to five
polarity dimensions. Two more logically independent, but interacting polarity dimensions (i.e.
binary oppositions) are defined in (29): D representing the subjectively perceived SPEED and E
representing the subjectively judged PROGRESS.

(29) polarity dimension D: EVALUATION OF SPEED

D=1 the speaker evaluates the course of events as fast

D=0 the speaker evaluates the course of events as slow
polarity dimension E: JUDGEMENT OF PROGRESS

E=1 the speaker evaluates the course of events as progressing

E=0 the speaker evaluates the course of events as stalling

At both extremes of the ‘scale of progress’ the two evaluative dimensions converge: with STILL
(not) what is happening is perceived as slow and stalling, whereas no LONGER the speaker
expresses her judgment of fast and steady progress. The intermediate position is lexicalized in
English by finally (neg) P, indicating a subjectively perceived discrepancy between making
progress, but slowly. The interaction of polarity properties of all adverbs is rendered in a 5D system
in (30), integrating the 3D account of the basic aspectual adverbs.
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(30)
FIVE-DIMENSIONAL POLARITY SYSTEM A B lc b IE
John is asleep 1 i ) i )
John is not asleep 0 i ) i )
John is not yet asleep 0 1 0 - -
John is already asleep 1 1 1 i i
John is still asleep 1 0 0 i i
John is not asleep anymore 0 0 1 ) )
John is STILL not asleep 0 1 0 0 0
John is finally asleep 1 1 1 0 1
John is alREADY asleep

1 1 1 1 1
John is STILL asleep 1 0 0 0 0
John is finally not asleep/awake 0 0 1 0 1
John is no LONGER asleep 0 0 1 1 1

It should be noted that D and E concern non-factual, speaker dependent, subjective polarities, in
contrast to the ABC dimensions that represent actual ones. To illustrate the 5D assignments of
01000 to STILL not and 00111 to no LONGER their paraphrases are decomposed in (31a-b):

(31) a. STILL not P b. no LONGER P
not P now A=0 not P now A=0
end not P B=1 start not P B=0
possible future C=0 actual past C=1
slow D=0 fast D=1
stalling E=0 progress E=1

Notice that the combination of positive D and negative E is absent from (30), as fast stalling is
clearly materially, and hence tense logically impossible. This combinatorial constraint can be
formulated as the implication in (32).

(32) [E=0] =[D=0]

If there is no progress, then there cannot possibly be any speed either, or, by contraposition, if there
is speed there must be some progress. The speaker may judge an event as changing slowly and
stalling without indicating its causes or reasons. This is why the subjective D and E dimensions are
somewhat indeterminate in their intended interpretation, even though their logical interactions with
the ABC polarities, which interest us here, are fully determinate and transparent. Some actions, like
reading, require a sustained and controlled effort from their agents. Other actions, like sleeping,
supposedly do not. Sometimes external forces may limit the speed of change by interfering with the
control of the agent, as in John was STILL not here. In other clauses, referents of arguments with
thematic roles other than agents may be considered the cause of slow change or lack of progress, as
in John is STILL reading this long novel. Sorting out exactly how the speaker intends to attribute
causal forces to interactions is not a task that properly belongs to the semantics of natural language.
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Complex pragmatic issues interfere and obviously also psychological perceptions of what is
happening and what causal forces may affect it. Our present concern is restricted to the logical
aspects of temporal reasoning, hence an account of such issues, however interesting, would lead us
too far astray.

By design the 5D-polarity system in (30) exhibits a steady increase in subjectivity from A to E. By
determining the speaker position -- i.e. the temporal perspective -- the central C parameter in a
sense bridges the common ground factual AB dimensions of assertion and presupposition to its left
and the subjective DE dimensions of speaker judgments to its right. As the equivalences in (25a)
express, the polarity assigned to C constrains the possible values of A and B. At first sight, similar
constraints seem to hold between C on the one hand and the subjective D and E values on the other
hand. More in particular, the 5D polarity assignments in (30) obey the equivalence in (33a) and the
entailment in (33b).

(33) a [E=1]o [C=1]
b. [D=1]=[C=1]

According to (33a), a realized, past transition is required for the subjective assessment of progress.
By virtue of the implication in (33b), the subjective judgment of speed also requires a realized
transition, for which a reference marker is declared in the common ground or main DRS domain.
But obviously not every available past transition is judged for speed. Although for all six 5D
adverbs in (30) both constraints in (33) hold, these do not express the same logical impossibility
captured in (32).

As final consideration of how aspectual adverbs serve in adjusting context in a multi-agent setting,
let’s briefly look at the way the counterfactual epistemic states are used in planning contexts.
Suppose (34a) is uttered in a situation where agents already share the information that they are to
have dinner at 9, and that John is supposed to be asleep before dinner, hence he will not participate
in the dinner.

(34) a. John is ALREADY asleep, so let’s have dinner at 8.
b. Let’s have dinner at 8. John is already asleep.

In (34a) John fell asleep earlier than the speaker had expected, indicated by ALREADY. Since he
fell asleep before 8, the original plan to have dinner at 9 is adjusted to have dinner earlier. From
(34b), reversing the order of the two clauses, in the context containing the plan to have dinner at 8,
asserted by the first clause, already may lose its subjective counterfactual temporal meaning.
Instead, (34b) indicates that one of the first conditions necessary to fulfill the plan to have dinner at
8, 1.e. that John be asleep, has been satisfied earlier than expected. Elaborating the DRT account
with such interactive planning information and information shared as common ground to which
agents all have equal access would be a first enrichment of the semantic representations required for
(34). Such research awaits a future occasion.

6. Temporal reasoning: Semantics or Pragmatics?

Stalnaker (1999: 153-155) discussed two different ways to demarcate semantics from pragmatics,
reflecting a difference in the role the notion of context plays in the explanation of the linguistic
facts. On the one hand, a fact is considered pragmatic if it is independent from the truth conditional
content and appeals to principles, maxims and inference rules other than logical deduction. Meaning
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determines certain aspects of the interpretation of a speech act, and the context determines other
aspects of its interpretation. On the other hand, a fact is characterized as semantic if it is based on
rules any competent speaker of the language must know to communicate effectively. Information is
pragmatic when it relies on knowing certain factual circumstances under which the speech act was
performed or knowledge of the world that may be used in determining what was said.

It should be evident that the DRT account of aspectual adverbs offered in this paper is semantic on
both counts, for aspectual adverbs determine factual truth conditional content and epistemic
attitudes of the speaker. It is semantic since it determines temporal content, relative to contextual
information about reference times, independent of matters of fact or common sense knowledge,
hence part of our linguistic competence. What remains for genuine pragmatics is to determine the
epistemic attitude the speaker wants to express by using marked prosody on an aspectual adverb.
Perhaps a more detailed account of such issues relating to rhetorical relations arising in discourse
needs a phonologically more sophisticated analysis of the nature of the intonational contour used.
Another issue worthy of further investigation is to analyze the different strategies natural languages
may use to lexicalize the logical space of the five dimensions. In Dutch, as opposed to English, 5D
aspectual adverbs may be lexicalized differently from 3 D adverbs. For instance, the English
prosodically neutral still is expressed with nog, but its prosodically marked counterpart is
compositionally expressed by nog steeds or nog altijd (still always). In Dutch there appears to be a
preference to express the 5D adverbs by lexical composition over the prosodic marking, so
characteristic of English. In French, still is expressed as encore, but the counterpart of the
prosodically marked STILL is toujours, which is ambiguous as it also covers the regular
quantificational adverb always. Perhaps prosody marks the difference between its use as the 5D
aspectual adverb and its use as regular quantificational adverb. Other languages may express the
logical oppositions in morphological markers, or perhaps in word order differences, as we detect in
German, where Jan schlaft noch inmer is the unmarked order, meaning John is still asleep, but Jan
schlaft immer noch is marked, indicating the speakers frustration that he is not yet awake. A proper
logic of temporal reasoning in natural languages captures the linguistic variability of aspectual
distinctions, while characterizing validity of dynamic temporal reasoning at a more abstract,
universal level. In this account of the dynamic semantics of aspectual adverbs a story, assumed to
constitute coherent discourse, constitutes the premises from which the conclusion is drawn. The
interpretation of the premises is itself modeled as a dynamic process in which the reference time is
shifted to later ones, when updates with dynamic information require it. The construction rules for
the DRSs are semantic in nature and the standard logical notion of entailment in DRT serves to
characterize validity without any appeal to notoriously problematic notions such as a ‘normal’
course of events or ‘normal possible world’ or to common sense about what the world is like or
how causal connections arise, as in default logics (cf. Lascarides and Asher, 1993).
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Number as Person
Stephen Wechsler

1 Introduction

Many European languages have two second person pronoum$oranformal and one forformal
address, such as Frentthandvous respectively: Such pronouns pose an interesting problem for
number agreement. A second person formal subject pronmgets plural agreement on the finite
verb regardless of whether the referent is one addresseelbopleaddressees. Number agreement
on non-finite elements, meanwhile, corresponds to semaatitber, i.e. cardinality. Thus when
used with singular reference, such pronouns trigger mixgdeanent. Examples from French and
Bulgarian are given in (1) and (2).

(1) a. \Vous étes loyal.
YOUPL/FORMAL be.2L loyal.sG

‘You (one formal addressee) are loyal.’

b.  \Vous étes loyaux.
YOUPL/FORMAL be.ZL loyal.pL

‘You (multiple addressees) are loyal.’

(2) a. Ve ste  ucCtiv i vnimatelen.
YyOouPL/FORMAL be.2PL polite SG andattentivesG

‘You (one formal addressee) are polite and attentive.’

b. Vie ste  uCtivi i vnimatelni.
YOUPL/FORMAL be.ZrL polite PL andattentivepPL

‘You (multiple addressees) are polite and attentive.’

In (1) and (2) the finite verbal elemer@tés, stgshows plural agreement while the predicate adjective
shows singular or plural agreement, depending as the sutmecoun refers, respectively, to one
addressee alone or to a larger set of people that includesdidressee(s). Examples (1)a and (2)a
are cases aIXED AGREEMENT: the subject appears to be triggering different numberesban the
two agreement targets. The problem addressed here is hayuaoesthis mixed agreement with the
assumption of normal agreement, defined here as the systermadriation of grammatical form.
Some mixed agreement phenomena are best analyzed by dishimg two agreement feature
bundles on the trigger (Kathol 1999, Wechsler and £12€600, 2003). For example, the Serbian/Croa-
tian noundeca‘children’ consistently triggers feminine singular agrent on one set of targets and

1Thanks to Pascal Denis and Knud Lambrecht for help with Fredata, and to Larisa Zlati¢ for help with Ser-
bian/Croatian data.

2_in some languages. See Section 7.

3(2) is taken from Corbett (1983:47).
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neuter plural on another (Corbett 1983). Wechsler and&({@000, 2003) posit two feature bundles
on the Serbian/Croatian noun, then systematically rekatl ef them respectively to morphological
and semantic properties of the noun. But this two-featupgaarh does not appear to be justified for
the problem illustrated in (1)-(2) (pace Kathol 1999).

A related hypothesis is that predicate adjectives show seoagreement while finite verbs show
grammatical agreement (Pollard and Sag 1994, p. 97). A piotike vousis morphosyntactically
(second person) plural, and the finite verb is sensitiveioféature. But it is unmarked with respect
to semantic number, i.e. cardinality. The number inflecbonthe predicate adjective is semanti-
cally interpreted, hence adjective number and cardinatityary, as shown in (1)-(2). Call this the
SEMANTIC AGREEMENTHYPOTHESIS

The SEMANTIC AGREEMENT HYPOTHESISIS plausible but it encounters the following problem:
predicate adjectives sometimes appear to show grammaticaément, for example witbluralia
tantumsubjects with singular referenée:

(3) Ces ciseaux sont idéaux/  *idéal pourcouperle velour.
thisPL scissorsgL) arepL idealm.PL/ *ideal.m.sGfor cutINF thevelour

‘These scissors are ideal for cutting velour.’

The plural adjective form is required regardless of whetherefer to one pair of scissors or mehy.
Moreover, it can be shown that no further adjustment of tlauies of the agreement triggers and
targets will solve this problem. Let us add the second pessayulartu to our stock of examples:

(4) Tu es loyal.
PRO.2SG be. XSG loyal.M.SG

‘You (singular, informal) are loyal.’

Now compare the three respective agreement patterns fpulamreferent formavous(1a), pluralia
tantum (3), and second person singular infortua@). As summarized in the following table, all three
subjects—vous ces ciseauxandtu—are semantically singular. Yet they give rise to threeedéht
agreement patterns on the verb and adjective.

(5) The NUMBER AGREEMENT CONUNDRUM.

Grammatical | Semantic | Finite V | Pred.Ad,.
tu sg sg sg sg
Vous sg?/pl? sg pl sg
(formal, one addressee)
ciseaux(one pair) pl sg pl pl

Regardless of what grammatical number feature we assighetdriggers, we cannot explain the

three distinct patterns found on the targets, because mp®s$sible to distinguish three agreement
patterns with one bivalent grammatical number feature eftiiyger. But adding a new feature or

number value—such as a special plural feature for plurahiéum nouns—would be totallyd hoc

4Applied to this problem, a two-feature approach would caditt certain cross-linguistic generalizations captimgd
the Wechsler and Zlati¢ (2000, 2003) system. On the othed hdivorced from such a theory, the two-feature account
describes the facts but fails to explain them. See Wechsb:Zttic 2000, Chapter 6, for discussion.

5This example is due to Sabrina Parent.

6A variant of the $MANTIC AGREEMENTHYPOTHESISthat solves this problem will be proposed below.
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and unsupported by French morphology. French has only amalmategory. This problem will be
called the NUMBER AGREEMENT CONUNDRUM.

This paper proposes a solution to the Number Agreement @oaom formalized within Lexical
Functional Grammar. Section 2 expands the scope to incltile &rench agreement mismatches.
Section 3 presents a simple principle governing the intemadetween grammatical and seman-
tic agreement features, and introduces a formal LFG mesimathat captures that principle. This
mechanism alone does not solve the Number Agreement Camundissuming the traditional per-
son/number paradigm. Traditionally forms are cross-diasisby person (with three values) and
number (with two values) into six cells.

(6) Traditional person/number paradigm.

[NUMBER Sg| | [NUMBER pl]
[PERSON1s{ | je suis loyal | nous sommes loyaux
[PERSON2Nd | tu es loyal vousétes loyaux
[PERSON3rd] | il est loyal ils sont loyaux

As shown in Section 4, the Number Agreement Conundrum desaggpassuming the independently
motivated general principle governing grammatical andasgin agreement features, if the paradigm
is modified such that the category ®OMBER is banished from the first and second person forms,
surviving only within the third person. Section 5 providedstantial evidence for this alteration to
the traditional paradigm. While this proposal may appediced from the point of view of traditional
grammar, it is entirely consonant with French morphologg imdeed with the results of broad cross-
linguistic studies of person paradigms (Cysouw 2003, iyaatel Ritter 2002). An alternative analysis
is considered and rejected in Section 6. Section 7 discumsesler implications for the distinction
between formal and informal second person pronouns.

2 More French number mismatches

Number agreement mismatches of the sort illustrated abosar amot only in second person, but in
first and third person as well. In certain contemtais‘we’ can have singular reference, such as the
authorialnousfound in discursive prose:

(7) Nousavons toujoursété loyal enversla grammairgyénérative.
we AUX.1pL always beenloyal.Mm.sGtowardtheF grammar generative

‘I (one male author; lit. ‘we’) have always been loyal to gatere grammar.” (discursive
prose style)

In (7) nousrefers to the author. The masculine singular predicatectdgeinflection reflects the
semantic number and gender of the author(s); hence an emst@yning sentence (7) must be singly-
authored by a male. But the finite verb always shows first pepharal agreement withous leading
to a number mismatch in this example.

Similarly, the so-called generic third person singulamananonis commonly used to mean either
‘we’, ‘people’, ‘someone’, or ‘you’ (Koenig 1999, Koenig dMauner 1999, i.a.}:

"In spoken French the weak subject fonmus(as inNous sommes loyauWe are loyal’) has almost entirely dis-
appeared, replaced mn. Other uses of nous (as object, left-dislocated topic) etarvive in spoken French. The first
person plural verb form can scarcely be heard, except indh@ative construction (e.cAllons-y‘Let’s go!’)
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(8 a. Ona été loyaux.
0neAUX.3sG beenloyal.pL

‘We have been loyal.

b. Ona ete loyal.
0NneAUX.3sG beenloyal.sG

‘You (one addressee) have been loyal.

Again, the number feature of the predicate adjective refldot meaning, while the finite verb or
auxiliary agreeing witlonis consistently singular.

Summarizing, number mismatches are found across the getison paradigm: in first person
nous second persomous and third persomn. In all cases the finite verb’s number is determined
by subjectform (on is singular,nousandvousare plural), while a predicate adjective reflects the
cardinality of the referent.

3 Some preliminaries: default semantics of agreement targe

Before turning to our main topic, the revision of the persomiber paradigm, we need an account
of the interaction of semantic and grammatical agreemestnadted above, theEMANTIC AGREE
MENT HYPOTHESIS according to which predicate adjectives show semantieeagent, encounters
a problem withpluralia tantumsubjects: they trigger plural agreement even if the retasssingular
(example (3)). It seems clear that this plural agreemerdatsfthe plural morphology of the subject,
violating the $MANTIC AGREEMENT HYPOTHESIS This section presents a modification of this
hypothesis. Then it will be shown that this modificationldails to solve the Person Agreement
Conundrum, unless we fundamentally alter our model of tmeqrénumber paradigm.

We modify the EMANTIC AGREEMENT HYPOTHESISby making the semantic number value of
the predicate adjective a default that must apphen the subject trigger lacks plural morphology
This is a classic markedness (or perhaps economy) phenomieraitively, the plural number mor-
phology on an agreement target must be there for a reasogfldtts either the aggregate reference
(semantic plurality) of the subject or its morphologicalnallity. Becauseiseauxscissors’ is inher-
ently (morphologically) plural, a plural agreement tarlgetes its semantic potency with respect to
number.

This common phenomenon can be illustrated with Englisheagent (see Farkas and Zec (1995),
Wechsler (to appear), Wechsler and Z442003)):

9) a These scissors are dull.
b. His lifelong companion and the editor of his autobiogsashat his bedside.
C. His lifelong companion and the editor of his autobiograpte at his bedside.

English verbs show plural agreement with pluralia tantubjestts, as in (9a), reflecting the morpho-
logical plural of the subject. But the coordinate subject®b) and (9c) lack morphological number,
because coordinate structures are exocentric (Wechslapfiear)). So the plural verb becomes se-
mantically potent: sentence (9b), with singular agreemsiaippropriate where the companion/editor
is one person, while example (9c) requires that they be taitindt individuals. This observation that
agreement features on certain targets have semantic tamigrnwhere the agreement trigger lacks
inherent morphosyntactic number can be captured formallgkical Functional Grammar by means
of CONSTRAINING EQUATIONS(cp. ‘feature checking’). Unification-based formalismsisas LFG
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model agreement as a correlation arising because feattieesingle grammatical representation,
namely the functional structure (f-structure) in the caldeRss, are specified by two distinct elements
in the sentence. This specification occurs via equationsy@fypes:DEFINING EQUATIONS which
build the f-structure, andONSTRAINING EQUATIONS notated with T, which check the f-structure
for the presence of a feature. We illustrate with (simplifiecical specifications for the English verb
formsis andare:

(10) LFG Lexical forms.

a. is: | (TsuBJ PER$=3rd

b. (TSuUBJ NUM) = sg

C. ((TsuB)y AGGREGATE) = —

d. are: | (TsuBJPER$=3rd

e (TsuBJ NUM) =¢c pl V ((TSUBJ) s AGGREGATE) = +

In this illustration,is encodes both grammatical and semantic information abswsuibject. Gram-
matically the subject is third person, plural; semanticdlrefers to a non-aggregate. The first two
equations foriis, (10a,b), are defining equations that contribei®Ron andNuMber features to the
f-structure representation of the verlssBlxect. The third equation, (10c), contributes the feature
[AGGREGATE —] to the semantic structure{structure) of the subject(is the semantic projection
function). The boolean featulsGGREGATE is used here a placeholder for a more serious seman-
tics of cardinality. A value of AGGREGATE +] indicates an aggregate or ‘semantic plural’, while
[AGGREGATE -] applies to all others, including singulars and massessiraplicity we assume that
the semantic structure has the same feature architectthgrasture. Hence any semantic structure
supplied with conflicting values fxGGREGATE (hamely + and —) is semantically ill-formed, just as
any f-structure supplied with conflicting values for a featis grammatically ill-formed.

The plural formareis similar, only instead of a conjunction of grammatical @edantic number
equations, it specifies disjunctionbetween two equations (see (10e)): a constraining equttain
checks for thegrammaticalnumber of the agreement trigger, and a defining equatiorctmtibutes
semantimumber. That is, a plural vedather checks for theNJUMBER pl] feature of its subjectyr
contributes plurality to the semantic representation efdilibject. This reconciles the apparently con-
tradictory grammatical and semantic agreement illusdratg9), correctly predicting the following
grammaticality and interpretation pattern:

(11) a. The book is... (non-aggregate)
* The book are...
*The books is...
The books are... (aggregate)
* The scissorsiis...
The scissors are... (non-aggregate or aggregate)
His companion and the editor is... (non-aggregate)
His companion and the editor are... (aggregate)
The following table demonstrates how the lexical forms i) (Aredict the grammaticality and inter-

pretation of (11). The disjunction of two f-descriptiondides a set of two alternative f-structures
(Bresnan 2000, p. 61); or, in our case, a set of two alteredtstructured-structure pair§. If

S@ ~oao00T

8The f-description is the set of defining equations assatiaith the derivation of a sentence.
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both pairs are ill-formed (either at f- @r-structure) then the sentence is ruled out; if at least one is
well-formed it is grammatical; and if both are well-formdgkth the sentence has two derivations.

is are
NUM = sg
AGG = — NUM =¢ pl vV AGG =+
the book [NUM sg}k [NuUM sgk | *no [NUM pl];! *[ AGG !¢
[AGG —]o [AGG —]s
(12) | the books [Num pl]s *INUM H]¢ | [NUM pl]f [NUM pl]¢
[AGG +]s *[AGG ] 5 | [AGG +]g [AGG +]s
the scissors [NUM pl]; *INUM H]¢ | [NUM pl]f [NUM pl]¢
[AGG +/-]g [AGG +/-]s [AGG +]s
NP and NP [ (noNuM) ]f | [NUM sg@k | *no [NUM pl];!
[AGG +/-]g [AGG —]g [AGG +]s

The cell forThe books are..indicates two derivations with identical results: thatttse verb can
either be checking the plural feature of the subject, ormeduatly imposing aggregate semantics on
an NP that already denotes an aggregate of books. The twatlens forThe scissors are. differ
slightly: in one,are checks morphological plurality, hence allowing either raggregate (one pair of
scissors) or aggregate (multiple pairs) interpretatiarthe otherare imposes aggregate semantics.
The latter derivation provides an alternative route to derpretation made available anyway by the
former derivation.

This grammar predicts that an NP subjectaoé that lacks the jum pl] feature has aggregate
semantics.

Returning now to French, we posit similar disjunctive equa for the plural target formisiéaux
andsont

(13) Some French lexical entries.
idéal: A (TPRED) = ‘ideal(suBJ)’
(TSUBJ GEND =m
(TSUBJ NUM) = sg
((TsuB)y AGGREGATE) = —

idéaux: A (TPRED) = ‘ideal(suBJ)’
(TSUBJ GEND =m
(TsuBJd NUM) =¢ pl V ((TSUBJ) g AGGREGATE) = +

ciseaux: N (TPRED) = ‘scissors’
—(TPER9
(TNum) =pl
(TGEND) =m

sont: Istem —(TSUBJ PER$
(TsuBJd NUM) =¢ pl V ((TSUBJ)y AGGREGATE) = +

ils-: lat  (TPRED) = ‘pro’
—(TPER9
(TNUM) = pl

(TGEND) =m
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Weak subject pronouns are verbal prefixes (Miller 1992, éviind Sag 1997). Assuming a word
syntax model of morphology in which functional annotati@ppear on sublexical nodes, the first
prefix slot is designated for the subject function, as itatstd in (15).

(14) c- and f-structures for (3):

IP
SUB)) = = -
(1 NFz . Tlll PRED ‘ideal(suBy’
— PRED ‘SCiSSOrs]
les ciseaux TTl TA—Pl suBJ |NuM  pl
| | GEND m
sont A ) ]
|
idéaux
(15) c- and f-structures fdfs sont idéaux
IP
1= 1= PRED ‘ideal(suBJ)’
! AP PRED ‘pro’
(TSUBJ)/‘l\T‘l A|\ suBJ |NuMm pl
laff Istem . | GEND M
| | idéaux
ils- sont

Turning now to the singular forndéal, the lexical entry states that the subject must be morplolog
cally and semantically singular (see the last two equations in thiedékorm).

The semantic condition is controversial: the singulardafgrm has been claimed to act as a
default, appearing when the subject lacks agreement ésgtoruch as we have said for third person
(Da Sylva 1998). Singular is used with clausal and VP subjéstamples from Da Sylva 1998, p.
57):

(16) a. Bienmangerest  bon pourla santé.
well eatINF be.33Ggoodm.sGfor theF health

‘Eating well is good for you.’

b. Quevousnousignoriezn’est pas surprenant.
thatyou us ignore NEGbe.3SG NEG surprisingsG
‘That you ignore us is not surprising.’

However it is also possible that the singular forms in (18t semantic agreement with the subject:
‘eating well’ is a single habit; ‘that you ignore us’ is a slagroposition.

Coordination facts support this view. Coordinate VPs ofte@gger singular agreement, since the
conjunction of two propositions (habits, events, etc.) o#ien be lumped together into a single



262 S. Wechsler

(conjoined) proposition (habit, event, etc.). But thegger plural agreement as long as the meaning
is readily conceptualized as an aggredate.

a7) a. Mangeequilibréet faire du sportsontbons /estbon pourla santé.
eatINF balancecanddo.INF somesportare goodrPL/is goodscGfor thehealth
‘Eating a balanced diet and doing sports is good for you.’

b. Dormir dansunhbtelromantiquest faire desballadesengondolesont/*est
sleepiNFin a hotelromantic anddo.NF the ballads in gondolaare/*is
inclus dansle prix.
includedin  theprice
‘Sleeping in a romantic hotel and gondola ballads are iredud the price.

C. Savoir tapera la machineet connaitre 'anglais sontnécessaires
knowlINF type atthemachineandbe.familiariNF the’Englishare necessarpL
pource travail.
for thiswork
‘“Typing and English fluency are necessary for this work.’

d. Regarderla téleet boire dela bieretoutela journéesont/*estles deux
watchINF the TV anddrink.INF of thebeer all theday are/*is thetwo
seuleschosegyui l'intéressent.
only things thathim’interest
‘Watching TV and drinking beer all day are the only two thirtlgat interest him.’

Da Sylva (1998, p. 57) argues for the default account, pagndiut correctly that there is no plausible
source of a number feature in an infinitive or clause. But @ypitesent proposal the subject infinitive
or clause itself does not provides a number feature; ratteeagreement targets do. The number
agreement equation associated with the estifor example, is a defining equation, not a constraining
equation.

4 Dissolving the person/number paradigm

The analysis proposed above fails to account for agreemémtausor vous These pronouns must
be morphologically plural, since they obligatorily trigggural agreement on the finite verb:

(18) a. Nousommes/*suis...
we be.lPL/1sSG

‘We are...

b. \Vous étes/*es...
YOUPL be.2PL/2SG

‘You are...

But if nousandvousare plural then our proposal wrongly neutralizes semariticapty when one
of these pronouns triggers plural agreement on a predicigetave. Recall that the morphological
plurality of ciseauxrobs the predicate adjective’s plural feature of its seigrdtency (intuitively,
because the plural agreement is understood to result freomtiphology otiseau. In contrast, in

9Examples 17a-c are due to Pascal Denis. Olivier Bonami &gpkample 17d.
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the case ohousandvous the adjective number covaries with the semantic inteaigt (see (1) and
(7)). The conundrum diagramed in (5) above remains unsolved

As noted above, we can introduce new features, perhapsglisthing the more ‘morphologically
salient’ plurality of a pluralia tantum nouns from the pliitsaof nousandvous But this would be ad
hoc: there is only one plural category in French morphosynta

It turns out that this problem is best solved notibyroducingunmotivated complexity into the
grammar, but rather bgemovingunmotivated complexity from the (traditional) grammar.

The essential idea is simply thabusandvousare not plural forms. Semantically they are ac-
tually AssocCIATIVE forms: nous/vougefer to the speaker/hearer plus associates, not to aipjural
of speakers/hearers (more on this in the following sectidhg proposal is that morphosyntactically
they are distinguished frofe andtu by thePERSONfeature alone. This section presents this proposed
revision to the paradigm and shows how it solves the agreemeazle, while the following section
motivates the revised paradigm.

We noted above that the morphosyntactic agreement featbijeandnousmust differ in order to
account for finite verb agreement; likewise farversusvous(see (18)). So two nemERSONvalues
are proposed: la (‘first person associative’) and 2a (‘s@@nson associative’), forousandvous
respectively. Thelje andnousare distinguished bpERSON not NUMBER; and likewise fortu and
VOus

(19) a. FrenclPERSONvalues: 1s, 1a, 2s, 2a
b. FrenchNUMBER values: sg, pl

Note that 1a and 2a are morphosyntactic atoms, not abbimnségor feature complexes.

Following Benveniste 1966 and many others, so-called théon is treated as the absence of
a PERSONfeature. Thus VP and clausal subjects, which lack persopinodogy altogether, trigger
so-called third person on the verb (recall (16)).

In the revised paradignNUMBER subclassifies third person forms, but plays no role in the-cla
sification of first or second person forms. This holds for sabpronominal prefixes as well as finite
verb stems:

(20) Revised first and second person paradigm.

subjects | finite verbs

je- suis [PERS1S]
nous- sommes [PERS1a]
tu- es [PERS2S]
VOous- étes [PERS23]

(21) Revised third person paradigm (all areers.

subjects finite verbs

il-, elle-, on- [NUM sg] | | est NUM =¢ Sg
Pierre, l'eau... AGG = —
ils-, elles- [NuMm pl] sont NUM =¢ pl
les gens, les ciseaux.. V AGG = +

Under this new paradigm thelWBER AGREEMENT CONUNDRUM disappears. Finite verb agree-
ment, first of all, is trivial. Each subject form is compaélanly with the corresponding finite verb
form shown in the cell to its right.
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(22) a. je suis
[PERS1S][PERS1S]
‘am’
b. il est
[NUM sg][NUM sq]
‘he is’
C. *tu suis
[PERS2S]|[PERS1S]

(inconsistent f-structure)

Turning now to predicate adjectives, consider first morpgwially plural NP subjects. We predict
that such subjects trigger plural on predicate adjectivasthis plural (on the adjective) has no se-
mantic force. Semantic number for morphologically plur@d\depends only on the semantics of the
NP itself: an ordinary plural liksoldats'soldiers’ denotes an aggregate, while a pluralia tanten li
ciseauxcan denote an aggregate (more than one pair of scissorshaggregate (a single pair):

(23) a. Les soldatsont loyaux/*loyal .
[Num pl]  [NuMm pl] [NUM =¢ pl]
‘The soldiers are loyal.’
b. Ces ciseausgont idéaux/*idéal.
[NUM pl]  [NuM pl] [NUM =¢ pl]
‘These scissors are ideal.’

This follows from the disjunctive equation (recall (13) &b@i since the subject trigger is morpholog-
ically plural, the grammatical number disjunct becomes oo, so plural semantics is not forced
by the adjective.

Unlike those NPs, the first and second person pronouns latlbeufeatures. Thus the plural
predicate adjective’s semantic number equation must leetsel.

(24) a. \Vous étes loyal.
[PERS2a][PERS2a][NUM s(]
‘You (one formal addressee) are loyal.’
b. Vous étes loyaux.
[PERS2a][PERS28][AGG +]s
‘You (multiple addressees) are loyal.’

The first person singular pronoya lacks a morphosyntactisUMBER feature, hence an adjective
must have semantic force. Sineaefers to the speaker, which is always non-aggregate, thmeopn
cannot serve as subject of a plural adjective. Exampleg#ka) are ruled out on because the left
disjunct is violated and the right disjunct produces afailned semantic structure.

(25) a. *Je suis loyaux.
[AGG —] [NUM =¢ pl] V [AGG +]
(‘l am loyal.pL.)
Violates constraining equation (nuM feature);AGG values conflict



Number as Person 265

b. On a été loyaux.
[NUM sg][NUM sg]been[AGG +]

‘We have been loyal’

The ‘generic’ pronouron, however, has a broader range of meanings, as noted aboxgghfydwe’,
‘someone’, or ‘people’; Koenig 1999, Koenig and Mauner 198fer alia). The form of the adjective
depends on the desired interpretation: for an aggregatenttiades the speaker, plural is used (25b).
This is predicted since the subjectt& JMBER sg] feature violates the constraining equation, forcing
the aggregate interpretation.

5 Eliminating number from the person paradigm

It has long been noted that the word ‘plural’, when part oftdrens ‘first person plural’ and ‘second
person plural’, is a misnomer (inter alia, Jespersen 192M9 2 Benveniste 1966; Lyons 1968; Harley
and Ritter 2002; Cysouw 2003). A plural like Englishairsrefers to an aggregate of objects each of
which falls under the predicathair. The first person singular refers to the speaker, so a trs ‘fir
person plural’ should refer to a group of speakers. But thisoit the meaning of ‘we’ nor of similar
forms in other languages. Instead, ‘we’ refers to a groupittdudes the speaker (see Cysouw 2003,
p. 69ff for discussion). Cysouw (2003, p. 69) points out tivaat the most common meaning of
‘we’ resembles within the nominal domain is not the plural tather ASSOCIATIVE case, such as
Hungarian€k as inJanos-ékJohn and associates’. Benveniste (1966, p. 203) obsenatd t.nous

is not a quantified or multipliepk; it is aje expanded beyond the strict limits of the person, enlarged
and at the same time amorphous.’ Similarly, the prototyprezaning for the so-called second person
plural is associative rather than a true plural: it is notcHpzally a group of hearers but rather any
group that includes the hearer.

Cysouw (2003) complements this theoretical argument witthresive, detailed empirical evidence
from person paradigms in a large set of languages of divgpm®dgy. The results of this study are
striking: while these paradigms vary considerably acrasgliages, true ‘first person plurals’ and
‘second person plurals’ do not exist in any language. Ushegstandard notation in which 1, 2,
and 3 represent speaker, hearer, and other, respectix@hgyns and inflections can be described as
refering to 1+2 (speaker and hearer; ‘first person incliive-3 (speaker and other; ‘first person
exclusive’), 2+3, 1+2+3, and so on. Of the seven logical ipagges for participant groups, all are
attested in the world’s languagescepthe ‘true plurals’ of first and second person:

(26) Attested person complexes

Group | Common term Description

1+2 minimal inclusive ‘we’, includes addressee, excludes other
1+3 exclusive ‘we’, includes other, excludes addressee
1+2+3 | augmented inclusive ‘we’, complete

2+3 ‘you-all’, addressee(s) and others

3+3 ‘they’
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(27) Unattested person complexes
Group | Description

1+1 ‘we’, mass speaking (e.g. unison)
2+2 ‘you-all’, only present audience

Strikingly, ‘true plurals’, meaning 1+1 or 2+2, are the onfymbinations that are not grammaticalized
in anylanguage.

This semantic evidence is further strengthened by morgicdbevidence. So-called ‘plural’ first
and second person pronouns very rarely employ the plurgdinodogy found with nominals, as noted
already by Benveniste (1966, p. 233): ‘Dans la grande ntajoes langues, le pluriel pronominal
ne coincide pas avec le pluriel nomin#l.According to Cysouw (2003, p. 70), in the few rare cases
where nominal and pronominal plural morphology do coingcttle pronominal plural is restricted to
only part of the paradigm, functionally superfluous, or opél.

Based on this survey, Cysouw advocates

‘a change in emphasis froNUMBER to KIND . In other words, a change will be proposed
from aQUANTITATIVE to aQUALITATIVE criterion. ... The traditional notion highlights
the number of participants: there are singular (one) ancp{more than one) pronouns.
... This traditional classification is not only semantigalhd morphologically awkward,
as set out above; it also gets tangled up when it has to incatgpthe difference between
an inclusive and an exclusive first person plural.

‘The perspective that will be taken here is a different onehls view, there are groups of
participants, as oppposed to singular participants. .e Aumber is not important, only
the kind of participants involved.” (Cysouw 2003, p. 70)

Returning now to French, the four proposed person valugés—a, 2s, and2a— have the meanings
shown in the following table.

(28) Speech act related semantics ofee&sfeature
(S speakerH: hearerHintimate: intimate/informal hearer).

PERSON | pronouns speech act participants
1s je ={S}

la nous o {Ss}

2s tu = {Hintimate}

2a vous O {H}

(none) il(s), elle(s), on| ={...}

First person singulads je ‘I) refers to the singleton set including just the speak&},. First person
associative (lanous‘we’) refers to a superset dfS}. It is assumed here that this superset is not
necessarily a proper one, i.e. it can egi@ or include other elements as well. Theandlavalues
form a Horn Scale (Horn 1989, ch. 4), so by scalar implicatheestronger 1s blocks the weaker
la. Hencenousis not used to refer to the speaker alone, as long as the mecdisgompetitoye is
available (more on this just below).

1%Quoted by Cysouw (2003, p. 70), who translates it thus: ‘Bgheat majority of languages, the pronominal plural
does not coincide with the nominal plural.’
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Similarly, the special intimate second person singulanftrrblocks the more generabus which
refers to any set that includes the hearer. As a regoltshas an ‘elsewhere’ distribution: it is used
for a singular non-intimate addressee or for a plural gréwap tontains the addressee (whether that
addressee is intimate or not).

So-called third person is the lack oP&RsONfeature. Assuming that the third person pronouns
are in paradigmatic opposition to the other pronouns, thep will similarly be blocked by the other
forms via scalar implicature, so thags)/elle(s)will not normally be used to refer to the speaker,
hearer, or a group containing speaker or hearer (regaaingee just below).

Apart from greatly simplifying the semantics, the assumpf blocking by scalar implicature
may help to explain the special ‘authorraus illustrated in example (7) above. Assuming a stylistic
proscription against using the first person singujey iq discursive prose, theje is removed from
competition, leavingnousas the best candidate. Interestingly, this removal of tsegerson singular
blocker is relative to register, suggesting the presemrpedic account. Similarly, as noted in footnote
7 above, weak subjectousis now primarily limited to written French and has all butajpeared
from the spoken language. Wittousremoved as a blocker, the weaker third persaofills the role
of refering to a first person group elsewhere in spoken Fréhch

One rather famous fact about most pronoun systems, ingutiex of French, is not explained
by the semantics given in (28). A group consisting of speaket hearer (1+2) matches both the
semantics given fonous(‘set that includes the speaker’) and faus(‘set that includes the hearer’).
Neither semantic form entails the other, so we wrongly ptetthiat there is no blocking and either
pronoun can be used. In fasdusrather tharvousis used-? One solution is to modify the semantics
of vousso that it refers to a group containing any speech act paaiti(P), defined as either the
speaker or hearer. Hence{P} would replace> {H} in (28). Then the strongerous(D {S}) blocks
the weakewous(D {P}).13

6 An ASSOCIATIVE feature?

Although we have proposed thatnousare distinguished by person, as ar&/ous an alternative is to
replace Number with a new feature Associative to crosssifiathe non-third person forms. On the al-
ternative viewje andtu would be pSSOCIATIVE —] while nousandvouswould be pSSOCIATIVE +].
But while this may be appropriate for some languages, Freswebt among them.

On the present account 1s and la form a ‘natural class’ wipeat to semantics, as do 2s and
2a; indeed they are very similar semantically (see (28)x vidth respect to morphosyntax they are
atoms. There do not appear to be any phenomena from Frengthasyntax that pick out these
groups, except where there is an independent semanticnatjgla. Consider coordination, as in
(29). When 1s coordinated with 3p, the resulting coordimetriggers 1a agreement; when 2s is
coordinated with 3p, the result is 2a.

Not all such special uses of pronouns can be explained imijs however. What Zwicky (1977, p. 716) calls the
‘phoney inclusive'wein Are we ready for dinner?said by a nurse to a patient), for example, may derive fronsplaly
of empathy.

12This pattern, where inclusive (1+2) is morphologically gped with first person groups, is by far the most common
cross-linguistically. Purported exceptions where insleiss expressed by second person forms include some Alganqu
languages and a few others (Zwicky 1977). More recentlyoGws(to appear) has called into question even those rare
cases.

3However, | am unaware of independent evidence favoringaicular solution.
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(29) a. [Moi et mesamis] sommes /*sont loyaux.
me andmy friendsbe.lP /*be.3PL loyal.PL
{§ ...} 1p={S ...} 3: blocked
‘My friends and | are loyal’
b. [Toi et tes amis] étes / *sont loyaux.
you andyour friendsbe.2 /*be.3PL loyal.PL
{Hintimate, --- } 2p={H,...} 3:blocked

‘You and your friends are loyal.

An ‘augmented’ 1s triggers 1a and an ‘augmented’ 2s triggardf, as we have posited, 1s and la
do not share a morphosyntactic feature that distinguidie®s from the rest of the paradigm, then
facts such as these are difficult to explain in terms of a cdatjmn operating on morphosyntactic
features (such as the system proposed by Dalrymple and iKép0#00)). But there is no reason to
think such a system is in fact operating. The facts showowo#itraightforwardly from the semantics
of the different person values. A system for morphosynta@solution in coordinate structures is
superfluous.

Moreover, when morphological and semantic resolutionrdg®git is the semantic resolution that
is operative. Although this has not been tested for persswlugon, we know that gender resolution
is semantic rather than grammatical, wherever possibée\(gchsler (to appear) and Wechsler and
Zlatic (2003), Ch. 8 for evidence from French, Serbian/Croat@iandic, Luganda, and Rumanian).
When a masculine and feminine are conjoined in French, asaimple (30a), the result is masculine
plural agreement. But is it the morphological or semantitdge relevant? We can test this with nouns
such assentinelle’'sentry’, which is morphologically feminine but can refera male or female. In
(30b) pragmatics dictates that the sentry be male (sincafa kvife).

(30) a. Suzannet Pierreont été pris  /*prises en otage.
SuzannandPierrehavebeentakenwm / *takenF.PL hostage.

‘Suzanne and Pierre were taken hostage.’

b. La sentinelleet sa femmeont été pris  /*prises en otage.
thesentry andhiswife havebeentakenwm /*takenF.pL hostage

‘The sentry and his wife were taken hostage.’

The coordinate NPa sentinelle et sa femmeontains two grammatically feminine conjuncts, but
denotes a mixed-sex pair. As shown, masculine plural agreem preferred, suggesting semantic
rather than morphosyntactic resolution.

In conclusion, the coordination resolution facts do notgarpa morphosyntactic feature to pick
out sets such as {1s, 1a}, {1s, 2s}, {2s, 2a}, or {1a, 2a}. Ratha semantic account is both necessary
and sufficient to explain these facts.

Moreover, French morphology supports the proposed newdjgara(20) over the traditional one
(6). No French first or second (traditional) person morphemeether on agreement triggers or
targets, are neutral with respect to number; nor is theresaacgative morpheme marking both la
and 2a. Thus there appears to be no morphological justdicédir the first and second person rows
in the traditional paradigm table (6). This is true regasdlef whether the vertical dimension is the
category plural or associative.

In addition, note that anpssocCIATIVE feature would be applicable only to first and second
person, begging the question of why it does not exist in thrd fherson (as it does in Hungarian; see
Section 5 above). This applies not only to the pronouns attghout the grammar, in all agreement
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targets. The distinction betweén andvousis markedonly on person agreement targets (basically
finite forms and anaphoric pronouns). Compare the follovitvmsentences:

(31) a Tu es loyal.
you.2sG be. G loyal.sG

‘You (one intimate addressee) are loyal.’

b. Vous @&tes loyal.
you.2rL be.2rL loyal.sG

‘You (one formal addressee) are loyal.’

If we keep singular reference constant and move from infotof@rmal, the finite verb form changes
but the adjective form remains the sameulandvouswere distinguished by some other feature such
as +/-ASSOCIATIVE, then there would be no reason necessarily to expect thisréet be limited to
person agreement targets. We might expect to find it showprejsewhere.

7 The formality (T/V) distinction

In the sociolinguistic literature (e.g. Brown and Gilma®6D)) the formal/informal second person
distinction is sometimes called tiéV distinction, aftetu/vousand their cognates across many Indo-
European languages (most of which begin wity-). The analysis above differs from the most
common account of the T/V phenomenon in some respects. The aoonmon story holds that
plural number has been coopted to signify politeness, paweelated social constructs. In a classic
sociolinguistic study, Brown and Gilman (1960) argue ti@urality is a very old and ubiquitous
metaphor for power’. Corbett (2000, ch. 7 ‘Other uses of narkexpands and refines the ‘plural
equals power’ metaphor, noting a broader range of uses éqgpltiral among the world’s languages.
Plural can mark respect or politeness (as in the languagEsirajpe); ritual avoidance (Mparntwe
Arrernte; Pama-Nyungan, Australia); or modesty (the Giasdk Latin ‘plural of modesty’; the 19th
century Russian of Chekhov).

On the present account of Frenthhandvousare distinguished byerRsONalone, NONUMBER.

In a sense this is consistent with the ‘plural means fornmalppwer, etc.) story— although following
Cysouw we might better say ‘associative means formal. Tiesgnt claim is that this association
between associative and formal is not grammaticalizedemtbrphosyntactis UMBER system, but
rather in the semantics of the personal pronounss specialized for a single informal addressee,
hence implicitly grouping together ‘singular’ and ‘infoat

The present account does differ from the ‘plural means férstary with respect to marked-
ness. For usu rather thanvousis taken as the semantically marked form. We analyzed tharkea
[PERSONZ2S] (tu and agreeing forms) as specialized for a singular inforrddressee, witiousthe
more general form occurring wheuais not appropriate (see (28)).

The present claims apply to French. But some of the purpaasds of plural as metaphor for
power, politeness, etc. in other languages should probd@abhgexamined to determine the direction
of markedness. Take for example the case of avoidance lmehawiparntwe Arrernte (described
by Wilkins 1989, pp. 46-7 and 123, as cited in Corbett 200@®20). After a boy has been through
initiation, he and his younger sisters are to avoid cerigig$ of direct contact, such as passing objects
directly to each other. In addressing one another they abaidecond person singular form, using
the plural instead. If we assume that the singular is the sgoadly marked alternant that normally
blocks the plural, then this special usage of the plural déallow automatically: the singular blocker
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is removed in certain pragmatic contexts due to the tabomsigdirect addres¥ More research is
needed to settle this issue, and the answer will likely difeross languageés.

As observed in the previous section, the claim thakRsoNrather tharNUMBER distinguishes
formal from informal second person leads to a predictiormiaity should be distinguished only
on PERSON agreement targets, not WuMBER agreement targets. This prediction appears to be
validated for French, but how does it fare in other languages

The Slavic languages are split with respect to this issueh€@01983). Predicate adjectives show
agreement in number, gender, and case, but not person. Samel&nguages, including Bulgarian,
are roughly like French, in that the predicate adjectivenfdgroughly) reflects meaning rather than
form, leading to apparent agreement mismatches. Recajbiah example (2) above, repeated here:

(32) Bulgarian
a. Vieste  uctiv i vnimatelen.
yoube.2rL polite sG andattentivesG

‘You (one formal addressee) are polite and attentive.

b. Vieste ucCtivi i vnimatelni.
you be.2PL polite PL andattentivePL

‘You (multiple addressees) are polite and attentive.

In others, including Serbian/Croatian, predicate adjestpattern together with the finite verb. Thus
primary predicate adjectives distinguish formality:

(33) Serbian/Croatian

a. Ti si duhovit  /duhovit-a.
YyOU AUX.2SG funnyM.sG/ funny+.sG

‘You (one informal male/female addressee) are funny.’

b. Vi ste duhovit-i.
YyOu AUX.2PL funny-m.PL

‘You (one formal addressee or multiple addressees) are/funn

(See Corbett 1983 for a detailed survey of this issue achesSkavic languages.) Serbian/Croatian
primary non-finite predicates, including verb participtexl predicate adjectives, pattern with finite
predicates. On all of these primary predicate agreemegetsgrthe singular informal second person
pronounti triggers singular agreement while the plural/formal pramei triggers plural. The adjec-
tive lacks person agreement morphology, and its numberriesaithti (sg.) /vi (pl.), as shown. Itis
hard to avoid the conclusion that the traditional persomioer paradigm is correct for this language:
ti/vi are distinguished by morphological numBer.

However, even in the Serbian/Croatian person paradigmbeufras a very restricted role. Num-
ber apparently marks only those personal pronaansominative case Three different types of
agreement will establish this generalization.

4similarly, English plural pronouns are often used with silag reference to avoid specifying gender when it is un-
known, as inSomeone(sg.) left their(pl.) coalontrast the decidedly wor&®Some girl left their coablocked bySome
girl left her coat and*Some book is missing their coydrlocked bySome book is missing its cover.

15Corbett (2000) himself does not explicitly state that therglhonorific form is the marked one, but he implies as
much by commenting, e.g., that ‘plural forms are often udes single addressee to indicate respect.’ (Corbett 2000, p.
219)

160f course, direction of markedness is an independent igsueay still be the semantically marked member of the
opposition, as claimed above for Frertah
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First, predicate adjectives that are predicated of nontnatiwes, as in (34), use number to indi-
cate cardinality, much as French predicate adjectives diothéd examples below mean ‘I consider
you funny’, but differ regarding the addressee(s) as iridta

(34) a. Jae smatramduhovit-om /-im.

| YOUINFORMAL.ACC considerfunny-ANST.F.SG /-M.SG

‘| consider you (one informal female/male addressee) funny
b. Javas smatranduhovit-om [-im.

| youPL.ACC considerfunnyINST.F.SG/-M.SG

‘| consider you (one formal female/unmarked addressee)ytun
c. Javas smatranduhovit-im(a).

| youPL.ACC considerfunny-ANST.PL

‘| consider y’all funny.

Sentence (34b), for example, has a (so-called) plural pnrobat singular agreement on the adjective.
Much like the French examples above, this is interpretedsasghe, formal addressee.

The second example is from reflexive binding. Serbian/Gaoatflexives must be bound by ei-
ther the nominative subject, or a non-nominative ‘logieddjsct’ such as a dative experiencer (Zati
1996, 1997a, 1997b). Interestingly, a reflexive can onlyshsemantic agreement’ with a non-
nominative antecedent, while ‘grammatical’ (masculineral) or semantic agreement is possible
with nominativevi. Taking nominative first, the following sentence could biergd to one female
addressee, for example:

(35) Vi ste voleli sami/samu sebe.
YOUNOM.PL AUX2.PL liked.M.PL OWNNOM.M.PL/OWNACC.F.SG selfAcc

‘You liked yourself. you = one female addressee

Whenvi is a Nominative binder, thereflexive can show either maseypiural, reflecting the gram-
matical features ofi, or feminine singular for one female addressee.

However, when the binder is a non-nominative form, only f@me singular agreement is possible
(again, assume the addressee is one female). Examples(®6686b) illustrate dative and accusative
binders, respectively:

(36) Context: One female addressee

a. Vama je bilo zao same/ *samih/ *samog  sebe.
YOUDAT AUX 3.SG beNT.SG sorryown GEN.F.SG/ GEN.PL/ GEN.NT.SG selfGEN

‘You felt pity for yourself.’

b. Vas nije bilo brigaza samu/*same sebe.
YOUACC NOT+AUX WasNT.SG care for ownAcCcC.F.sG*own.AcC.M.PL selfAcc

‘You (one female addressee) didn't care about yourself.’

Third, attributive modifiers show grammatical agreemenbhwominativevi (37) but semantic agree-
ment with non-nominatives.

37) a. Jadni Vi
pPOOrM.PL you

‘poor you’ (formal; male or female, one or more than one)
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b. *Jadna Vi
POOrF.SG you

‘poor you’ (unacceptable even for one female addressee)

(38) a. Vas jadnu (niko ne postuje).
YOUACC POOFrACC.F.SG hobodyNEG respect
‘(Nobody respects) poor you.’ (one female addressee)

b. Vas jadnog (niko ne postuje).
YOU.ACC POOrACC.M.SG nobodyNEG respect

‘Nobody respects poor you.” (one male addresee)

C. Vas jadne (niko ne postuje).
YOU.ACC POOrACC.PL NobodyNEG respect

‘Nobody respects poor you.” (multiple addressees)

Summarizing, nominative triggers grammatical number agreement with its inherattfes, name-
ly masculine second person plural; but targets agreeingmwah-nominative forms lack grammatical
number agreement and instead are semantically interptéted

Within the present framework of assumptions these facteate, with respect to number, that
nominative personal pronouns are markedfoMBER, while non-nominatives are not. This assumes
the traditional person/number paradigm in whitls [PERSON2, NUMBER sg] andvi is [PERSON
2, NUMBER pl]— but only for nominatives. Other case forms like acciv&atasare unmarked for
number, so that the default semantic number applies indfead

The notion thatu/vousare distinguished from one another bgrsoNrather thanrNUMBER is
an appealing one. After alRERSON classifies forms of address, the more natural home for the
formality distinction. But the present analysis does netlidate the Brown and Gilman (1960)
type insight that plurality is a common metaphor for poweljtpness, and related social relations.
We may wish to modify the metaphor, referring to ‘assocgitrather than than ‘plural’ in many
cases; or perhaps, as implied by our analysis, the opeiaiveection is really between singularity
and intimacy/informality/etc., with the plural form fillnin elsewhere. In any case, this metaphor
can be grammaticalized in different ways, with the Frenctesy representing only one w&.In
Serbian/Croatian, by contrastyMBER has apparently been coopted to express formality within the
nominative pronoun paradigm.

8 Conclusion

The most extensive typological studies of person paradigaue led to a rather surprising conclusion:
notwithstanding the ubiquity of the traditional personfrer tables in grammatical descriptions, the
grammatical category ofUMBER actually has little or no place in the person paradigms oibd’s
languages (Cysouw 2003; see also Harley and Ritter 2002fispélg on pronoun systems). The
implications of this conclusion for the study of agreemeaéinot yet been fully appreciated. When it
is applied to French, the resulting reorganization of thesge paradigm effectively dissolves certain

In addition, even nominative alternatively triggers semantic agreement on reflexivepuas; see (35).

185ee Wechsler and Zlatic 2003, ch. 9 for discussion.

p|urality may indeed be the right notion for some cases, ggested by the use of plural for honorification in third
person in some languages.
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apparent agreement mismatches. At the same time, the fa8srbian/Croatian in the previous
section show that agreement systems can evince distis¢habare not reflected in the morphological
paradigms themselves. More research is needed in ordeptoitethe insights into morphological
paradigms and bring them to bear on problems of agreemeteinsys
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