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A Semantics for Temporally-dependent Referring
EXxpressions

Pascal Denis & Philippe Mullér

In this paper, we sketch a new approach to the problem of thedeal interpretation of nominal
predicates. The approach differs from previous analysgs nc¢ (1986), Musan (1999), Tonhauser
(2002)) in that it is grounded in a different ontology, naynehe that regards individuals as spatio-
temporal entities (a.k.a. ‘spatio-temporal worms’) (l¢e1990), Sider (1997)nter alia): roughly,
the idea is that individuals have temporal parts (or stageahd are indeed like events, for that
matter— in the same way they have spatial parts. As we willvsttas view, known in the philosophy
literature adour-dimensionalismhas interesting repercussions for formal semantics irergknand
for the formal treatment of temporal NPs in particular.

1 Background on temporal NPs

1.1 The problem

The task of computing the temporal interpretation for a ratlanguage utterance is often taken
to be a fairly simple matter. That is, computing the tempartdrpretation for an utterance would
basically boils down to giving a temporal interpretationtsoverbal predicate, or, to be more precise,
to its inflected projection. A direct consequence of thiswig that all the other predicates present
in a sentence, including nominal predicates (but also, asha# discuss adjectival and prepositional
ones) are implicitly taken to be atemporal. Thus, askedwe gilogical form for a sentence like (1)
an intro-to-semantics student is most likely to produceetbimg like (2) —wherex ranges over the
domain of individualst over the domain of time instants, and‘stands for temporal precedence:

(1) A man snored.

(2) 3Ix,t(manx) Asnorex,t) At < now))

In the logical representation (2), the only thing that isali@d in time is the property ‘snore’ expressed
by the verbal predicatenored it is located at some time prior to the utterance time (sylmbd here
by now); and we know this thanks to the past morphology carried by#rb.

A couple of things are missing from the logical form abover &ee thing, one has no indication re-
garding the precise domain of quantification. Secondly,rance importantly to our present concern,

“We would like to thank Nicholas Asher and Olivier Bonami foeir helpful comments on earlier versions of this
paper. We are alone responsible for remainings errors.
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the representation in (2) says nothing abathienthe nominal predicate in this restrictor has to be
true of the quantified-over individuals (i.e., when thes#ividuals belong to the class of men). This
guestion, of course, makes little sense when talking abaytgsties such aman(i.e., leaving aside
sex change operations, men are always men as long as thdivajeBut consider examples like (3)
and (4):

(3) Every art student visited the MoMA.

(4) President Bush will receive the hostages at the Whitesdou

Properties such as ‘art student’, and ‘hostage’ have glewt the same flavor as ‘man’: roughly
speaking, the latter property is permanent, whereas ttez e transient (well, hopefully). Different
names have been offered in the linguistic and philosophtea&ture to capture this distinction (e.qg.,
Carlson’s individual-level vs. stage-level predicatesl€ta (1980) or Wiggin’s substantial vs. non-
substantial distinction Wiggins (1980)).

1.2 Existing accounts

The fact that some properties do not hold permanently ofviddals raises the question of their
temporal interpretation (i.e., of when they can be predtatf the individuals). The null hypothesis

is to consider that the properties expressed by the predipaesent in a sentence are dependent upon
the time given by the verbal inflection. This line of reseahnels been both pursued and rejected by
Mirvet Enc (see Eng (1981), Enc¢ (1986)). In her discussiog,fiEst assumes that tense morphology
gets translated into the Priorian modal opera®@(for Past) and- (for Future) that take scope over
the sentence. In its most naive form, this hypothesis thedigtis that the different predicates in

a sentence are interpreted at the verbal time (i.e., theynatee scope of the tense operator). For
sentence (3), this approach yields a reading where the t@qgations ‘visit-the-MoMA and ‘be-an-
art-student’ are true at the same time of a (contextuallyioted) set of individuals; that is, roughly,
these individuals are art students when they visit the MoMAs easy to see that this analysis is at
best incomplete. For there is another possible readingefatesice (3), one that one could paraphrase
as follows: evencurrentart student visited the MoMA. There is of course a nice wayajotgre this
second reading, namely to assume that NPs are able to rdisétba scope of the past operator and
are interpreted at utterance tirheBut this cannot be the whole story, as was noted by Eng. Thus,
sentence (3) has probably a third (mixed) reading underwdliqpastand present art students made
the visit to the MoMA. Crucially, a quantifier-raising analy breaks down on this kind of example,
since one would in effect need the predicstiegdento be at the same time out of the scope of the past
operator (to get the current studerasidin its scope (to get the former students).

Another problem, pointed out by Eng, with the assumption thea temporal interpretation of NPs
depends upon that of the verbal predicate, is illustrategiaynple (4). To put it roughly, the problem
is that, under the preferred reading for this sentence nitigiduals picked up by the nominal predi-
cate ‘hostages’ will have this property neither at the vepoadicate time, nor at the utterance time.
Most likely, the hostages we are talking about in (4) havenddeerated at some point before the

1This goes with the implicit assumption that there is an oerfar the utterance time, higher up in the structure.

Note that there is yet another, slightly more difficult to geetding for this sentence; namely one, where the indiviglual
that visited the MoMA did not have the property of being studeyet (i.e., they visited the museum before becoming art
students.)
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utterance time. The problem is simply that there is nothinthe sentence that can trigger this past
interpretation. (Note that this example also shows thatasyit position is irrelevant to the problem
of temporal NPs, since the NPs that has a ‘shifted’ integpi@t is here in object position.)

1.2.1 En¢’s account

Given the above problenisEnc arrived at the conclusion that the temporal interpiaiadf NPs
should be free from the operator given by the verbal inflecti®lore precisely, she argues that: (i)
NPs like verbs should be given their own temporal argumertt (&) this argument should be entirely
resolved through context, so that a nominal can in effeerrefany set of individuals ((Eng, 1981,
p.37)). To give an example, the logical form for sentenceni8)ook like (5) —where the NREMIoMA

is treated as a constant, for simplicity:

(5) Vx[3t(art_studentx,t)) — 3t’(visit(x, MoMA,t") At’ < now)]*

Opening a brief parenthesis here, note that ‘temporaliziominal predicates the way Eng does (i.e.,
treating them like verbal ones by providing them, with a tenapargument) receives support from at
least two sources. First, and this is well-known, nominiis Verbs have temporal modifiers. In the
nominal domain, we think of adjectives likermer, currentpresentfuture

Furthermore, some adverbs can be used with both verbs anmhasr(e.g.,in the eightiesor even
thenas inthe then doctoy, this actually makes the term aekb somewhat of a misnomer for these
modifiers are restricted to predicative categories (andonbt to verbs). Second, it is also known
that in some languages, nouns carry temporal morphology3aéler and Nordlinger (2001) for an
overview)®

1.2.2 Some recent proposals

Enc¢’s claim above amounts, in effect, to saying that all NRsirdexicals that is, the temporal
interpretation of NPs is not constrained but by context. sNary liberal view has been recently
challenged in the literature. There are actually two ma (@ther distinct) lines of criticisms. The
first caveat, emerging from the work of Musan Musan (1999 as hot all NPs, according to her, are
allowed to have an interpretation that is independent frioat of the verbal predicate; that is, there
is a class of NPs (so she claims) that would always$eloeporally dependentAccording to Musan,
this class consists of so-calledrdinal weak NPgi.e., NPs with determiners likeome few, many
two under theircardinal reading. Musan, following work by Milsark, opposes the cardinadang

of these quantifiers to their so-called partitive readindnisTopposition can be viewed as follows:
partitive weak NPs are presuppositional (i.e. roughly Epeg they have a hidden definite built into
them), whereas cardinal do not. That is, the $tffne merfior instance, under its partitive reading,
meanssome of the merwhereas this NP means rougldysmall number of meander its cardinal
reading.

3See En¢ (1986) and Tonhauser (2000) for a more exhaustiveysaf Enc’s arguments.

4Different interpretations will arise depending on the tiela betweert andt’.

5Sadler and Nordlinger (2001) actually distinguish betwem phenomena. The first one, found in a language like
Lardil (Australia), is where nominals carry temporal infaation that is relevant to the whole proposition. The second
one, which is more directly relevant, is found in Tarianag@l): in this language, nominals carry information ingimto
the NP itself.
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Note that this claim is far from uncontroversial. Thus, Taaker (2000, 2002) rejects it altogether,
arguing that even cardinal NPs can have a temporally indkperinterpretatioh The main example
she proposes goes as follows:

(6) Context: at a reunion of the survivors of the Titanic disa

(7) Look, there are evesome crew membehere.

We do not think that this sort of examples constitutes a valmittal of Musan’s claim, for the NP in
(7) does not qualify as a cardinal NP. This, we argue, becugskeead noumembethas an implicit
argument, which if not overtly realized has to be contexyuakidged’. The most salient candidate
for bridging is the definite NEhe Titanig this in effect means that the N\¥®me crew membehsas an
hidden definite (i.e., it means ‘some crew members of theniitg hence cannot be a cardinal NP.

Before we examine Tonhauser’s proposal in more detailg, thatt Musan’s account contains another
novelty that is worth mentioning here. That is, Musan noted the question of interpreting NPs
temporally also depends upon the type of nominal predicaéeare dealing with, a point alluded to
at the beginning of this introduction. In particular, sheesothat NPs which realize an existence-
independent argument of the verbal predicate will be teadpodependent/independent if and only if
they quantify over stages/individuals. As we will see in tloening sections, a feature of the present
paper will be to pay more attention to the different ontotadcategories of predicates, as well as to
give them a proper formal representation.

The second line of departure from Eng’s original account e®fnom Tonhauser (2000, 2002). To
a certain extent, Tonhauser (2002) can be better viewed a®e definement of En¢’s account,
for this work proposes ways to constrain the interpretatbthe temporal index associated with
nominals. This account is couched in dynamic semanticsRh More precisely. The way Tonhauser
proposes to ‘tighten’ Eng’s account is by suggesting thiihoagh nominals can receive various
temporal interpretations given the appropriate contbely aireby defaulinterpreted at the same time
as the verbal predicate. This claim is rather intuitive altml\ss Tonhauser to make some interesting
predictions. Space precludes here to go over the formallslefalonhauser’s proposal. It will suffice
here to notice that her DRT account comes with a number of mpnablems. For one thing, her
account predicts that plural entities should be alive asdrae time, which cannot be right given that
we have no problem to talk about entities li8ecrates and RusseMaybe even more problematic
is the fact that Tonhauser fails to provide any substantiglemce as for why the verbal time should
be the default interpretation for nominals. Thus, therecases where it is the utterance time and not
the verbal time that seems to serve as the default. A goodm@ras) we think, given by possessives.
The NPmy wifeas in, sayMy wife went to College at Yal@as probably a first interpretation where
the possessive relation holds true nbwote that we are not claiming here that the utterance time
should now become the default interpretation, but ratrerftbnhauser’s starting assumption is highly
guestionable.

6Besides, De Cuyper (2002) indicates there may be more @imistion the possible readings, at least in the case of
Dutch.
"Further argument for that claim maybe comes from the foltgvhinimal pair:

(8) My wife went to college at Yale.

(9) My thenwife went to college at Yale.
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Beyond the numerous objections and questions raised alheve is a more fundamentahtological
guestion; namely: What kinds of referents should be apddal2 What are nominals referring to?
All three accounts discussed above are both rather elusidecanservative as far as ontology is
concerned. Basically, they assume that (common) nounsh mmuhie same way as verbs, are nhow
interpreted with respect to a temporal index; and the qoesti interpreting nominals roughly boils
down to determining the relation between the temporal irafélxe noun and that of the verb. That s,
the ontology is very ‘classical’, consisting of a single domof individuals; the expressions denoting
these individuals either remain atemporal (this is the chgeoper names, for instance), or they can
be ‘temporalized’ (i.e., be interpreted with respect to edemporal index). In this paper, we would
like to take the idea of temporalizing nominals one stephiemtand this involves taking a different
ontological stand. That is, we will investigate the conssges of recasting the problem of the
temporal interpretation of nominals in a different ontatad framework; namely, a framework where
entities are no longer distinct from their (spatio-)tengloealizations, where objects (like events, for
that matter) are no more than (spatio-)temporal regioresdts® Carlson (1980)).

1.3 Plan of the paper

The rest of this paper will be divided as follows. In secti@ip (ve describe in more formal detail the
core of the proposal, along with its philosophical justificas. Section (3) briefly discusses how we
capture, within our new ontology, the distinction betwerdividual- and stage-level predication. In
section (4), we consider in some details the consequencasraintology on the syntax-semantics
interface; we go in some detail through a number of concreéenples, emphasizing the new pre-
dictions. This section also discusses adjectival modiboatNext, in section (5), we raise a number
of open questions which might be handled by our account giegne minor improvements; these
include for instance questions regarding anaphora andoatézhs types.

2 An Alternative Ontology

As discussed above, the solutions given in the literatutbegroblem of temporal noun phrases all
involve providing nominals with an additional temporal@ngent. That is, this change remains rather
minimal, in that it basically maintains the ontology comrounsed by formal semanticists at least
since Montague Grammar. This classical ontology, rougidgsists of the following basic elements:

e a domain of entitied)
e a domain for times (instants or interval3),
e a domain for space&

e (there might a domain of events, too)

Under this ontology, predicates are either atemporal, iichvbase they are sets of element®dk.g.
proper names), or ‘temporalized’ (i.e., they have an arqurelet for time), in which case they are
sets of elements dd x T. Under such a view, temporal effects are obtained throutgnpretation,
as follows —whereP is some binary predicate amiw stands for time of utterance (cf. Musan
(1999)):
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10) [P(x,t) APASTt)] = 1iff xise P'sdenotationat&t < now
(

2.1 Problems with the ‘Classical’ Ontology

An apparent puzzle for this kind of account has to do with 8ot that a lot of predicates (e.g., motion,
spatial properties, . ..) deal with questionswdterial existencehat is, they need to be related to the
concrete referents in the world. A material referent canibev@d as a functiotD x T) — S. This
function has to bgartial, since most things have only a limited life-span.

What this means is that when existence is necessary, it lesdtated explicitly in our logical forms.
Put another way, one has to supplement the usual ontoldraca¢work with a predicate of existence-
at-a-time (so that one is able to distinguish beingt(P) at t’ with ‘not being at t’).

This solution is illustrated on the following example:
(11) The King of France is bald.

The logical form for this sentence would be something like fibllowing, where two different types
of existence have to be postulated:

(12) 3Jix(king_of_francegx) A bald(x) A exist§x, now))

The classical ontology seems undesirable, for it commit® o different kinds of existence: one
logical rendered by the existential quantifier and one nedteendered by an explicéxistspredicate
(see also Simons (1987)). This is indeed not very satisfaétom a metaphysical point of view.

To give another illustration of the problems faced by thassical’ ontology, consider Geach’s well-
known example:

(13) Thering is new but the gold it's made of is old.

The problem with this type of examples is that we seem to mak&adictory predications (new/old)
over the same object. The solution provided in Link (1983)dxlly involved distinguishing an object
from its substance or an object from the sum of its parts. Naethis solution basically builds upon
the classical ontology. Thus, Link’s idea was to consideuracfion from the domain of objects to
a domain of substancesing andneware directly predicated of the object whi@ld andold are
predicated of the object’s substance. The problem withgbistion is that it is not clear at all that
every object has a unique substance. Thus, different sudestacan be considered for the very same
object. For instance, what is a snowman made of? Is it madea¥,s0f water, of molecules, or of
atoms?

2.2 Entering the Fourth Dimension
To address these ontological problems, we take a diffetentisvhere instead of a separation between

objects and their temporal or spatio-temporal extent, veeirag the existence of objects within a
unique spatio-temporal domain (the domain of all ‘histerad all material objects).
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This alternative ontology, sometimes referred tdag-dimensionalisphas a long history and can
actually be traced back to works by Russell, Whitehead (1828 Quine (1960). These authors
hold the view that every material object reduces to a sgatigporal process. That is, everything
IS a spatio-temporal region (i.e., an ‘S-T event’ for Russelworm’ for Quine). More precisely,
this means that predicates hold of "stages”, and that pemsisbjects are mental reconstructions
from perceptions of "reality”. Recently4-D’ has known somewhat of a revival through the work of
philosophers like Heller, Noonan, and Sider (Heller (198®onan (1976), Sider (1997, 2001)). Ina
similar vein than earlier studies, these studies describies we speak about as essentially temporal

entities.

It is easy to see that an intrinsically temporal ontologg likD will have no problem with material
existence or with object and substance(s). In the lattex,cae don’t have to distinguish between
objects and substances as differ@ptiori types, but only between different spatio-temporal histri

As far as we know, most of these ideas developed by four-dsioaalists (except, of course, for the
distinction between entities and stages) and their imptina for formal semantics have been so far
overlooked by linguists. However, they seem to suggestyamnatural revision of classical semantic
interpretation$, one that allows temporal relations on predicate argumertis expressed.

2.3 More formally

In a temporal ontology for concrete objects, the domain géal will be the set of all possible space-
time histories, or space-time “worms”. Thus, the referdnsay ‘a dog’, will be all the positions the
dog occupies in space-time during its lifetime. Now pretiigasomething of that referent, e.g. that
it ‘walked’ (treated here as another space-time worm), anllount to say that the intersection of the
two worms is not empty. This is illustrated graphically i thigure 1 below.
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Figure 1: A dog (temporarily) walking in a park, in spaceim

Let us now look at the ontology more formally. First, let udl c& = (E, <,~,|| - ||) a model and)
be a variable assignment franto [7(E), the power set o, i.e.g: D — X € [J(E). These are such

that:

8Such a revision is briefly alluded to in Carlson (1980).
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D is the set of variables of the language.

E is a set of spatio-temporal "points" (the most fine-graineatise-temporal events),

~ is a contemporaneity relation on spatio-temporal points

< is a total linear ordering on classes of equivalencg wfith respect tox.

||| — {0,1} is an interpretation function.

Note that a maximal set of contemporaneous points can bgrted as an “instant”.

The formal language also includes the relations‘is before’, ‘stage ‘is a stage of’, ‘C;’ ‘is tempo-
rally included in’, which will be interpreted as follows:

o |Ix<yllg=1iff Va & [[x|lgvB < lyllg(cr < B)
o |IXCryllg=Liff Var € [|X[g(3B € [lyllgar ~ B)

o |[stagéx,y)||g =1 iff .
1X|g € [IYllgAVa € |lyllgl(3B € ||X||gB ~ a) — a & [|x][g]

e in addition, the sum of objects (‘+’) is defined as set unigr:-y||g = |[X/|gU||Yl|g-

We do not precise the model any further, since various ptigsecould be discussed that are not
necessarily relevant at this point. An axiomatization oy@etof models where space is considered
along with time in a same topology has already been propaskuliler (1998).

Note finally that one might also want a model in which the otleéations besides temporal ones are
mereological. We will use a part-of relation, which couldilerpreted in various ways, but formally
corresponds to the following for now:

IPART(x,y)[|g = 1 iff [[X]lg < [IYl]g-

3 Types of predication

In this section, we show how the different sorts of predisaee represented in the context of the
above ontology.

If there is one ontological distinction between predicaibes is well-known to linguists, it is undoubt-
edly the distinction betweestage-level predicatesndindividual-level predicatesVery grossly, the
distinction separates transient properties from permamas. The reason this distinction is so well-
known to linguists is because many grammatical phenomensemsitive to it (e.g., Milsark (1974),
Carlson (1980), Rapoport (1991), Kratzer (1995)). We byiefbk at three of these phenomena: bare
plurals, English progressive, and secondary (depictixedipation.

Let’s begin with the facts on bare plurals, first observed agi€on (1980). Consider the two following
sentences:

9We will thus assume that tretagerelation isreflexive(i.e., anything is a stage of itsel§ntisymmetridi.e., if x is a
stage ofy andy is a stage ok, thenx andy are the same object), at@dnsitive(i.e., if X is a stage of, andy a stage of
zthenx is also a stage o).
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(14) Phonologists are obnoxious.

(15) Phonologists are at the party.

There is a clear contrast between these two sentences. Waikentence featuring the stage-level
(14) is ambiguous between a generic reading and an exetesgiding, (15) only has the existential
reading.

Another well-known contrast comes from the English progites There, verbal stage-level predi-
cates can be used with the progressive in English, wherebalvadividual-level ones cannot. This
is illustrated with the following pair of examples:

(16) Jerry is smoking.

(17) *Jerryis knowing French.

Yet another grammatical reflex of this distinction comesrfreecondary depictive predication. As
with the progressive, stage-level predicates but not iddal-level ones are felicitous in this context
(see, however, McNally (1994), for some counter-examples)

(18) Angelika gave the talk naked.

(19) *Angelika gave the talk intelligent.

Within the classical ontology, augmented with events, oag % capture the distinction between
stage-level and individual-level predicates has beelgiahg Kratzer (1995), to assume that the two
types of predicates have a different argument structureoiling to Kratzer, stage-level predicates
bear a (neo-)Davidsonian argument, whereas individwaHlack such an argument. In effect, this
makes stage-level predicates sets of events, while indgailbvel predicates remain sets of (tuples
of) individuals. Under her account, the contrast betwed&) &hd (19) is amenable to a simple arity
explanation: a predicate likatelligentsimply doesn’t have an (event) argument, and so there is no
event variable to be ‘co-identified’ with that of the \gave the talk

Note that Kratzer's proposal would make no sense, given atwlagy. For this ontology starts
with the assumption that is no distinction between indialduand events. In the context of four-
dimensionalism, the distinction between stage-level add/idual-level predicates will be captured
as follows. The proposal is going to be very similar, at l@éasipirit, to Carlson (1980). Intuitively, a
stage-level predicatis one that does not necessarily apply to the whole lifespan entity, but only

to a part of that lifespan (e.ghaked studen). An individual-levelpredicate, by contrast, must be
true at any time during an entity’s lifespan (eigtelligent mar). More precisely now, we propose to
capture the contrast as follows —whétgageandPnq;y denote any stage-/individual-level predicate,
andPg,geandPy ;, their respective denotations:

(20) [Pstagd = AY[IXPiagd X) A StageXx,y) AX Y]
(21) [Praiv] = AY[FXRq;,(X) A Stagex,y) Ax=Y]

In words now, (20) says th#ageonly applies to slices of objects, whereas (21) saysRhgt only
applies to entire objects. Taking some concrete exampbes, n
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(22) [studen} = Ay[3x studentx) A stagex,y) AX# Y]
(23) [mar] = Ay[3x marn(x) A stagéx,y) AX=Y]

These denotations correctly capture the intuition thatrwhe refer to an individual by calling him/her
student, we are in fact only predicating over one slide oheishistory. By contrast, when we refer
to an individual by calling him/her man/woman, we are pratiitg over his/her whole histor.

The next section will show in detail the predictions one otgdy using these denotations. As we
will see there, the present account also provides a veryalaxplanation for the contrast between
(18) and (19).

4 The syntax-semantics interface revisited

In this section, we consider the repercussions of using ewur antology on the syntax-semantics
interface. We start by briefly considering the classicabaat.

4.1 The classical account

Below is the semantic derivation for the sentedoén sleptunder the ‘classical account’. In this
account, close in spirit to Heim and Kratzer (1998) (augmeéntith events), NPs are functions rang-
ing over sets of individuals (i.e., generalized quantijievghile VPs are functions from events to
functions over individuals. Inflections, finally, are fuimets from VP denotations to functions over
individuals.

(24) Fred slept.

IP:Je (sleefe, fred) Ae < now)

T

NP I': Ax(Je (sleege,x) Ae < now))

| N

PN:AP(P(fred)) VP

Fred pastAPAx(de(P(e)(x)Ae<now)) V

sleepAeAx (sleefde x))

1ONote that the denotations for verbal stage- and individexadl predicate will have to be slightly different from (20)
and (21), for verbal projections combine with inflectionee$iext section.
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4.2 Reuvisiting ...

The new ontology we are assuming gives a life-span to evejgcghktherefore allowing it to be
predicated over by temporal relations. More concretelgsater the revised denotations for the past
inflection, the verlsleep and the NAFred:

(25) a. [pasi =AQAX(3y Q(y)(X) Ay < now)
b. [sleed = AyAx(stagdy,x) Asleedy) Ay # X)
c. [Fred] = AP P(fred)

These denotations do not seem to have changed drasticdligrbember that we are now quantifying
over a single and very distinct domain, namely a domain ofiegtamporal points. Note that there
is a further revision regarding the denotation of the veldep Namely, the new denotation now
explicitly encodes the fact thaleepis a transient property; i.e., in the present frameworks iai
function ranging over stages.

Given these new denotations, the semantic compositiodsyile following logical form for the
sentencéred slept
(26) [Fred]([pasi([sleed)) = Jy(stagey,fred) Ay < now Asleefy) Afred # )

That is, in wordsFred sleptis true if and only if there is a (spatio-)temporal staget{det) of the
entity fred in the past that also belonged to the sleep history (i.erethvas a sleeping episode in
Fred’s history).

In the following, we consider the amendments to be made taé&motations of the other parts of
speech.

4.2.1 Nouns and quantifiers

We already discussed the denotations to give to stagededeindividual nominals in section (3); as
in the classical account, noun denotations are very sial#rose of (intransitive) verbs. Below are
some other examples:

(27) a. [hostagd = Ay(3Ix hostagéx) A stagéx,y) AX#Y)

b. [mar] = Ay(3x marn(x) A stagéx,y) AX=Y)
That is, hostageholds of temporal slices of entities, whitean assumes the whole history of the
referred entity.
What is the denotation for quantifiers? Well, one can bagiealsume that quantifiers keep the same
sort of denotations as in the classical account; e.g.:
(28) [a = APAR(IX(P(x) AR(x)))

Given the above denotations, we are now in a position whereanalerive semantic representations
for sentences which involve multiple predicates like, saynan slept—where we are temporally
relating an individual-level nominal and a stage-levebatpredicate:!

UNote that the variablesandx will be used below for ease of notation, but it is worth remenirg that these variables
range here over the same domain (i.e., they don’t have teaalumplicit event and object interpretation).
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(29) [Amanslept=[a]([man)([slepf)
= Ixds3s’ (manx) A stagés,x) As= xAsleefds) Astagds,x) AS < nowAS # X)
= Ix3ds (manx) A sleefds) A stagés,x) AS< now AS# X)

Literally, A man slepis true if and only if there is a object that is a man and theeeskeeping stage as
part of his history. Contrast the above representation thittone we get for the sentenga hostage
slept—where we combine two stage-level predicates:

(30) [An hostage slept=[a] ([hostagé)([slepd)
= JxJsde (stagés,x) A hostagés) A s# XA stagée, x) Asleeffe) Ae< now A e# X)

The sentencan hostage sleps true if and only if there is an obje&t such that this object has as
part of its history both an hostage episode and a sleepirsp@@i Crucially, the temporal relation
between these two episodes is left underspecified. Thisrreaosince, as already observed, one
might wante C; s (in which casexis an hostage during the time of the sleeping) or an emptyoeahp
intersection:eny s= 0 (in which casex was no longer an hostage at the time of the sleeping). In
other words, we leave it to the discourse context (rhetbradations, maybe) to fill in the temporal
relation between the two episodes in this case.

4.2.2 Universal quantification and the question of identityacross time

Note that the present account has a potential problem witretsal quantification. The problem is
the following. Assume we simply ‘copy’ the old denotationsskeryinto our account, i.e., we assume
the following denotation:

(31) [every = APAQ(VX(P(x) — Q(x)))

Recall that we are now quantifying over (spatio-)tempoliaks of individuals. Consequently, what
a phrase such a&very mammeans in this context is roughly every temporal slice of geaiwith the
property "man".

But this cannot be quite right. Consider the following sents along with its tentative logical form
(leaving out tense):

(32) a. Every man had one drink (only).
b. ¥x(manx) — had_one drink(x)))

This formula does not quite give us what we want. For it sedrasitallows us to quantify over slices
of the same man. Indeed, "man" is an individual-level propep every temporal slice of something
that has the property "man” also has the property:

vx, y(man(x) A stagey, x)) — man(y)

Let's say we have a max) from (32-b) we know he had one drink. Let's consider now tusxdn-
nected different stageg andx, of the same mar: from (32-b) again, they each had one drinkxso
actually had two drinks !

This suggests thavery marshould rather be interpretedaximallywith respect to the context (i.e.,
we are quantifying over maximal slices); that is, one shonsdead assume the following logical
form:
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(33) ¥x(manx) —

(has one drink(x) A Vy [stagdy, x) A has one drink(y)] — x=Y))
And we should change the semanticewéryfor

[every = APAQ(VX(P(x) — (Q(X) A VY [stagey,x) AQ(Y)] — X=Y))

A similar solution to this problem is informally suggestedioonan (1976).

4.2.3 Adjectives and adjectival modification

Let us now turn to adjectival denotation and the thorny probbf adjectival modification. First, let
us get the verlbe out of the way. We will assume here that the denotation ofuéib is simply the
identity function:

(34) [bg =APP
Consider the following example:
(35) Olga went to the party sick/*Polish.

As this example makes cleaickandPolishare stage- and individual-level predicates, respectively
That is, in our framework, they receive the following distidenotations:

(36) [sick = AyAz(sick(z) Astagézy) Az#Y)
(37) [Polishl = AyAz(polish(z) A stagéz y) Az=Y)

These aremutatis mutandighe same denotations as for verbal stage- and individwal-predicates.
Rather unexpectedly, the semantic derivationGtga was sickooks very similar toFred slept that
is:

(38) [Olgawas sick=[Olga] ([PAST]([be] ([sicK)))
= Js(stagés, olga) AS < now A Sick(s) Aolga # S)

Now, what abouDlga was PolisR

(39) [Olga was Polish=[olga] ([PAST]([bg ([Polish])))
= Js(stagés, olga) As< now A polish(olga) Aolga =S)

Now, notice that the above denotations make the predidtatsick andPolishcannot be conjoined
—atleast under standard coordination, i.e., wharel = APAQ(AX(P(X) AQ(X))). The observation
that stage-level predicate and individual-level prediGate hard to coordinate goes back to Vendler
(1967) (it is also found in Larson (1998)). The reason whyhsteses of coordination are ruled out
under our account is because they would simply yield a cdiuttian; e.g.

(40) # Olga was sick and Polish
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would yield:
(41) 3Js(s < now Asick(s) Astagés,olga)) AS=olgaAS#olgal= L

It is worth noting here that the above explanation can benebee to the infelicitous cases of individual-
level predicates in depictive predications, noted by KeatBepictives as il\ngelica gave the lecture
intelligentcan indeed be analyzed as a case of (generalized) cooatin@tierefore, this sentence is
out becausgave a lecturandintelligentclash in the the same way agkandPolish

There is another prediction we get for free with our ontolaggmely, asserting that a individual-level
property no longer holds of an individual entails that tmdividual no longer exists. For instance,
Olga was Polishas the implicature that Olga is dead:

(42) Olga was Polish/a woma# Olga is dead

This is a consequence of our system, because then:
(43) (s< now A polish(s) A stagés,olga) As= olga)
which is equivalent to:

(44) polish(olga) Aolga < now

If Olga’s history is in the past of the speech time, it mearessstiead.

Let us turn to the case of ambiguous adjectives likautifulnoted by Larson Larson (1998). Under
his account, these can be predicated of objects or events:

(45) Olgais a beautiful dancer.
The two readings proposed by Larson are:

(46) a. beautifulx) Aolga(x) Adancerx)
b. olga(x) A (Ve(dancéx,e) — beautifule))

The way Larson proposes to produce these two readings ndlglad hoc it is based on the idea that
during the composition, the variable introduced by adyedbieautifulcan either be ‘co-identified’
with the individual variable or with the event variable mdiuced by the nominalancet

Under our ontology, there is no difference between objeots events. So, we have to resort to
some other explanation. (This explanation isn’t yet tgtalbrked out.) Within our semantics, it is
reasonable to assume that the adjective and the noun eemtiLiog a stage (since bdikautifuland
dancerdenote transient properties). In turn, these two stages) tee case othe hostage slept
can but need not to, refer to the same stage. That is, the tdings proposed by Larson are also
predicted by our account:

(47) a. ...Astagdzolga) Adancefz) Abeautifulz)
b. ...Astagdzolga) Adancefz) A beautifulolga)
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5 Open questions

A number of constructions are still out of the reach of thegpsal made in this paper. In the follow-
ing, we briefly review some of these problematic cases thahtead to address later.

5.1 More on Adjectival modification

Our major concern regards adjectival modification. As weedabove, we don't yet have a fully
worked-out solution for théeautiful danceexamples. But there are many other puzzling examples.
Consider first the followings:

(48) A hungry hostage attended the dinner.

This example is interesting because the different preelscatthe NP are interpreted at different times.
That is, roughly, the adjectivieungryis interpreted at the verbal time, whif@stages interpreted
at some previous time. Notice that this type of mismatch yohd the scope of traditional accounts
of adjectival modification; crucially, these assume thatitlominal argument and the adjectival one
are ‘co-identified’ (cf. Higginbotham (1985), Kratzer (B9 It is worth noting that this type of
mismatch does not seem incompatible with the present atcsimee more temporal structure has
actually been built into lexical meaning. More work is howevequired to figure out how Adj and
N should be composed. What already seems clear is that soqékte rhetorical relations might be
needed to actually compute the temporal relation betwessttyes involved.

There seems to be a strong similarity between the above dgarapd depictives and absolutives,
although the adjective is NP-internal (and not at the claesghery). That depictive feel is reinforced
by the following contrast:

(49) (50) An happy Olga entered the room.
(51) # A Polish Olga entered the room.

This contrast between stage- and individual-level is ppbpbamenable to the same explanation as for
the depictives.

Another case where there seems to be mismatch between symiagemantics is with so-called
hypallagesi.e., a figure where a predicate (typically, an adjectivedifies one noun syntactically
but another noun semantically. Literary examples inclindefollowing:

(52) Darksome wandering by the solitary night [Angel Day]

(53) The knight raised a vengeful hand
But we have also managed to find real-life examples:

(54) We had a sad dinner.

(55) The house was sad, since Fido’s death.
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A guestion we leave here is: Is it hypallage or rather metonyine., dinneris used for the people
attending it, andhousefor the people living in it.

The following contrast should also be explained:

(56) Tired, the boys didn’t go to the party. (they didn’t)

(57) The boys didn’t go to the party tired. (they did)

In particular, one has first to explain how the predicatiothim ‘dislocated’ ARtired is related to the
predication of the matrix clause. The interpretation farsth examples suggests that the secondary
predication is outside the scope of negation in the first @enbut inside it in the second example.
What is remarkable in the latter example is that it is the sdaoy predicatiormlonethat is negated
(i.e., there is an implicature that the boys did go to theyart

5.2 Anaphora and predicate types

Beside adjectival modification, our plan is to go beyond sec¢s and also consider anaphora. As
shown by the following examples, there seem to be interg@stiteractions between predicate types
and anaphoric possibilities:

(58) a. The man was drunk an hour ago. He is sober now.
b. The man was drunk an hour ago. # He is a woman now.
c. Thedrunk was sleeping. ? He is sober now.
d. The man had an operation. He is a woman now.

e. The drunk jumped into the pool. ? He is sober now.

These facts seem beyond the scope of dynamic semanticsacsoch as Kamp and Reyle (1993),
Groenendijk and Stokhof (1991) or Asher and Lascarides3R00

6 Conclusion

We started our study with some known problems related tostiimporal interpretation of certain noun
phrases, and the unpalatable properties of the ontoldgarakwork generally assumed to solve these
problems. We have shown here how to consistently changearpatal ontology into a temporalized
one in order to deal with temporal aspects of the semantioswh phrases. This ontology had been
suggested in the past, but had never fully adopted and pubtk mw a semantic framework. This is
an attempt to unify a few semantic problems related to pegiic over events and concrete objects.
While there are still some aspects in need of a more precialysas, we hope that this kind of
approach is a promising, coherent path to deal with temsadateffects of predications other than
verbal.
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