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The Existential Problem of Scalar
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Abstract It is argued that sentences of the form “dx...o...,” which contain
both an existential quantifier 3x and a scalar item o like some, most, etc. pose a
challenge for standard views of scalar implicature computation that make use of
alternative sentences. Specifically; it is observed that the predicted scalar implica-
ture that —=(3x...o ™" ...) for a stronger scalar item o7 is systematically unavail-
able. In order to solve this problem, it is proposed that the existential quantifier
contained in the alternative sentence behaves as an anaphoric term. This idea is
formalized in File Change Semantics augmented with the exhaustivity operator
exh. It is furthermore observed that there are two types of existential quantifiers
in the modal domain in this respect: While the behavior of epistemic modals in al-
ternative sentences is similar to that of indefinite DPs, root modals always behave
as existential quantifiers, giving rise to scalar implicatures that =(<...o%...).
This difference is captured in File Change Semantics by assuming that indefi-
nite DPs and epistemic possibility modals denote variables, while root possibility
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1 Introduction
Sentences containing so-called scalar items like some and most typically
give rise to scalar implicatures (SIs), as illustrated by (1).

(D John read some/most of the books.
~+ =1(John read all of the books)

It is widely held that SI computation makes reference to alternative sen-
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tences.” For the sake of concreteness, I will adopt here the “grammatical
view” of SI computation (Chierchia 2006, Chierchia et al. 2012, Fox 2007).
It should be stressed, however, that the same problem arises in all views
of SI computation that resort to alternative sentences.

According to the grammatical view of SIs, SIs arise via a phonologically
silent operator exh, which is often defined as follows.

@  [exh(S)T" =[ST" A VS € Alt(S)(S +» §) — —[S'T")

In words, exh strengthens the meaning of the sentence S with the nega-
tion of alternatives S’ that are not entailed by S. For instance, for (1), exh
negates the alternative sentence in (3), which it does not entail.

(3) John read all of the books.

This accounts for the intuitively available SI that John did not read all of
the books.

A crucial part of this theory of Sls is the theory of alternatives. In the
above example, the SI in question is only explained under the assumption
that the sentence in (3) counts as an alternative to (2). It is, however,
beyond the scope of the present paper to thoroughly solve the vexing issue
of how exactly alternatives are constructed. Here, we simply assume with
Horn (1972) that alternatives are constructed by replacing scalar items
with their lexically specified alternatives called “scale-mates” (e.g. some,
most, and all are scale-mates).> This theoretical choice, however, is only
tentative, and the assumptions I will make about alternatives will not rely
crucially on lexically specified scale-mates.

'This of course does not mean that there are no theories without alternatives. See
Van Rooij & Schulz 2004, 2006, and Van Rooij 2014, for example. The problem I will
discuss in this paper does not arise in these theories, but detailed comparisons between
these theories and alternative-based theories are beyond the scope of the present paper.

*See Katzir 2007 and Fox & Katzir 2011 for problems of this view and an alternative
view, but see Breheny et al. 2016 and references therein for potential problems for their
theory.
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2 The Existential Problem
A problem of the standard view of SIs arises when the sentence has the
following schematic form:?

(4) dx...some/most...

If we construct an alternative by replacing the scalar item some/most with
all, it will look like (5).

(5) dx...all...

Since this alternative is not entailed by (5), exh negates it, deriving the SI

(6).
6) —(3x...al...)

The problem, which I call the existential problem here, is that this SI is too
strong. Rather, the SI that is actually available seems to be about the same
individual that 3x in the asserted sentence introduces. Thus, the sentence
with the SI seems to mean (7a), rather than (7b).

(7) a. dx(...some/most...A—(...all...))
b. 3dx(...some/most...) A—-dx(...all...)

Here is an example illustrating this problem. As some allows an excep-
tional wide scope reading, which is not of our interest here, we will use
most in the examples below.

(8) There are one or more students who read most of the books.

The problematic existential quantifier 3 comes from one or more students
(which is assumed to have no relevant SI of its own). The alternative sen-
tence will look like (9).

(9)  There are one or more students who read all of the books.

3Geurts (2008, 2009) independently notices the same problem, and makes sugges-
tions that are closely related to what is proposed here, but he does not present a concrete
implementation or discuss the differences among quantifiers in different domains.
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By negating this, we obtain the SI that no student read all of the books.

Intuitively, however, this is not the SI of (9). Rather, one tends to infer that

the students who read most of the books did not read all of the books.
The same problem arises with other forms of 3, as in (10).

(o) a. There is a student who read most of the books.
b. There are students who read most of the books.
c. There is at least one student who read most of the books.

These seem to mean (7a), rather than (7b).*

At this point one might wonder if this is really a problem, especially
given that under the approach to SIs that postulates exh, (8) is predicted
to have two possible SIs. One is what we have just derived by applying exh
to the entire sentence, but there is also another possibility where exh takes
scope within the relative clause. Since this reading corresponds to (7a),
one might think that it is fine to also derive the other reading (7b), which
is stronger, as a possible interpretation. Contrary to this, I argue that the
reading predicted with wide scope exh in fact is absent and needs to be
blocked. I make this point concrete by using two tests.

2.1 Hurford Disjunction Test
Our first test is the “Hurford Disjunction Test” (HDT).> It is known that
disjunction is infelicitous if one of the disjuncts entails the other, as in (11)
(Hurford 1974, Chierchia et al. 2012, Singh 2008).

(11) #Either John lives in London or he lives in the UK.

Interestingly, scalar items are seemingly exempt from this constraint, as
illustrated by (12).

“However, one needs to be cautious about other pragmatic inferences than the SI
triggered by the scalar item in question, which might lead one to conclude (7b), at least
in certain contexts. For instance, upon asked if they have good students in their class
this year, a professor could say (10a). This utterance typically triggers an inference that
the student in question is the best student they have, or perhaps the only student that is
worth mentioning in this context, from which one could conclude that the other students
didn’t do better, so none of the students read all of the books. Arguably, this is due to
other pragmatic considerations than SIs triggered by scalar items per se.

51 thank Jacopo Romoli (p.c.) for suggesting this to me.
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(12) Either John read some of the books or he read all of them.

As suggested by Chierchia et al. (2012), one way to understand this state of
affairs is that the first disjunct of (12) can have an SI within the disjunct it is
contained in, which breaks the entailment to the other disjunct and makes
the disjunction acceptable. In fact, the following sentence is synonymous
with (12) and as acceptable.

(13)  Either John read some but not all of the books or he read all of
them.

This can be used as a test for potential SIs.® The logic is that if a sentence
S can have =S’ as an SI and mean (S A =S’), then a disjunction of the
form ‘Either S or S” should be felicitous. If the disjunction turns out to be
infelicitous, it suggests that —S’ is unavailable as a potential SI of S.

Let us apply this test to one of the examples we are after, (1ob) (the
same point can be made with the other examples mentioned above). The
relevant sentence will look like (14).

(14) ??Either there are students who read most of the books, or there are
ones who read most but not all and ones who read all.

Notice, importantly, that the other potential reading that there are stu-
dents who read most but not all of the books doesn’t not break the entail-
ment here, as the same thing is asserted in the second disjunct. If the first
disjunct here could mean (7b), there wouldn’t be an entailment from the
first disjunct to the second. Thus, the infelicity indicates that the SI that
no student read all of the books is unavailable.

One important obstacle here, however, is that sentences like (14) are
a mouthful and might not be easy for native speakers to judge, as the
difficulty associated with the length of the sentence might make it sound
already less than perfect. Nevertheless, the contrast with (15) is suggestive,
which does have the inference (7b) as an entailment due to only.

5The validity of this test is not theoretically uncontroversial and should be indepen-
dently defended. However, I do not think this paper is the right place to do so, and leave
it for future work.
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(15) Either there are only students who read most; of the books, or
there are ones who read most but not all and ones who read all.

It seems that (14) is comparatively worse than (15), suggesting that the
reading (7b) is unavailable.

The difference between (14) and (15) also indicates an interesting dif-
ference between exh and only, which are often said to have very similar
semantic functions, if not completely identical (Groenendijk & Stokhof
1984, Fox & Hackl 2006, Chierchia et al. 2012). The above contrast indi-
cates that only does negate the stronger alternative and give rise to the
reading (7b), while exh does not seem to do the same.

2.2 Question-Answer Pairs
Another test we could use to make the same point is question-answer
pairs. As illustrated by (16), SIs can be used to provide justifications for
negative answers to polar questions.

(16) Q: Did John read all of these books?
A: He read some of them, so no.

(16A) has an SI that John did not read all of the relevant books, which
justifies the negative answer to the question.

The idea here is to set up a pragmatic context that requires the presence
of the target SI. If it is available at all, the sentence is expected to be
felicitous.

Let us apply this test to the sentence under consideration. Here, too, it
is instructive to compare (17A) with the version of the sentence with only,
as in (17A)).

(17)  Q: Did any of your students read all of the books?
A:??There are ones who read most of them, so no.
A’: There are only ones who read most; of them, so no.

As indicated by the question marks, (17A) does not seem to be a reasonable
justification for the negative answer, suggesting that it cannot have the SI
that there is no one who read all of the books. On the other hand, (17A"),
which does have this inference as an entailment, can successfully justify
the negative answer.
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3 Alternatives in File Change Semantics

The existential problem pointed out in the previous section is a general
overgeneration problem for alternative-based theories of SI computation.
I now offer a solution whose underlying idea can be implemented in most,
possibly all, of these theories, although I will stick to the framework with
exh here for expository purposes. In particular, it should be pointed out
that according to the idea proposed here, wide scope exh results in the
same reading as narrow scope exh for the problematic sentences, which
means that it does not rely on the embeddability of the SI computation
mechanism (which is unavailable under some theories).

The main ideas are the following: we do not observe the predicted SI in
sentences of the form 3x(...some/most...), because there is an anaphoric
term in the alternative instead of the existential quantifier.” Thus, the only
reading we can derive looks like (18a), rather than (18b). In these repre-
sentations, the second conjunct is meant to be the SI, and x in the second
conjunct of (18a) is dynamically bound by Jx.

(18) a. dx(x read most of the books) A =(x read all of the books))
b. dJx(x read most of the books) A
=3x(x read all of the books)

3.1 File Change Semantics
To flesh out this idea more concretely, I adopt File Change Semantics
(Heim 1982). A file F is a set of assignments, which are partial functions
from variables ¥ to objects @ in the model. I assume that the assignments
in a file have the same domain, and write dom(F) for the common domain
of the assignments in F.

Variables carry two roles in this system. If a variable x is an “old vari-
able” at F (i.e., x € dom(F)), it functions as an anaphor, while if it is a
“new variable” at F (i.e., x ¢ dom(F)), it effectively acts as an existential
quantifier by triggering random assignment. This is ensured by the rule
for updating the file with simple sentences. .¢ here is the interpretation

7See Bumford 2015 and Elliott & Sudo 2016 for related ideas.
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function assigning the usual extensions to constants.

FIPY(x)] {geF|glx)e#(PY)} if x € dom(F)
x)] = .

{g'13g €F(glx]g'Ag'(x) € #(P1))} if x ¢ dom(F)
Here, g[x]g’ is a random assignment of a value to the variable x:

g[x]g’iff g and g’ differ at most in that x ¢ dom(g) and x € dom(g’)

More generally, for n-place predicates:

glx; 1g' Ao . glx; 1g’
g < F( Ag'(xy),...,8'(x,)) € #(PM) ) }

for each x; such that x; ¢ dom(F)

F[P"(xq,...,x,)]:= { g’

Both indefinites and pronouns introduce variables but indefinites are
associated with a felicity condition requiring that they introduce a new
variable, which is known as the “Novelty Condition.” Crucially, this condi-
tion is understood to be a condition on speech acts, rather than a presup-
position (cf. Heim 1991, Elliott & Sudo 2016). This assumption will become
crucial when we compute alternatives.

The connectives are as in standard dynamic systems.

Fl¢ Al :=F[¢p][y]
F[-¢]:={geF|-3g €Fl¢l(g<¢g)}

Here g < g’ iff for all x € dom(g), g(x) = g’(x).

As the scalar items in the examples in question are generalized quan-
tifiers, I postulate dynamic selective generalized quantifiers (van Eijck &
de Vries 1992, Kanazawa 1993, 1994, Chierchia 1995). For the purposes of
the present paper, this is only for the sake of completeness, and the partic-
ular way of implementing dynamic generalized quantifiers here is largely
inconsequential. To keep the discussion as simple as possible, I assume
that generalized quantifiers are not externally dynamic, meaning they do
not introduce new discourse referents (see van den Berg 1996, Nouwen
2003, 2007, Brasoveanu 2007, 20104a,b for externally dynamic generalized
quantifiers).
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Here are the details. Determiners are assumed to be associated with
variables (indicated by superscripts), which are assumed to be subject to
the Novelty Condition on a par with indefinites. For example, all has the
following meaning. Here g[x /o] is that assignment that differs from g at
most in that g[x/o](x) = o.

{oeo|{g[x/o]}[¢]#0} }
Cl{oco|{glx/ol}[Plly]#0}

More generally, the interpretation of a determiner Q in the present system
can be defined in terms of its classical counterpart Q of type ((et)((et)t))
as follows:

() FlalF(¢)(w)]:= { geF

. _ Qo< 0| {glx/o]}[$]#0))
(20)  FIQ (‘P)“")]—{g” ({oem{g[x/on[mmaéw})}

The idea here is that the dynamic generalized quantifier Q collects the
objects that make its restrictor ¢ true (the “maxset”) and the objects that
make both its restrictor ¢ and nuclear scope 1 true (the “refset”), and
applies the classical generalized quantifier Q to these two sets. The fact
that the refset refers both to the restrictor ¢ and nuclear scope 1. See the
works cited above for more on this.

3.2 Anaphora in Alternatives
Coming back to SIs, I propose that exh dynamically conjoins S and its
negated alternatives. If the only relevant alternative of S is S’, then we
have:
Flexh(S)]=F[S A=S']=F[S][-S']

More generally:

Flexh(S)] := { ¢ € FS] ‘ Vs’ eAlt(S)( (F[SI[S'] € F[S]) ) }

— g € F[S][S']

That is, when there are multiple alternatives to S that could have strength-
ened S at F, that is, F[S][S’] c F[S], then their SIs are computed in par-
allel.®

8Alternatively, the alternatives could be ordered and used to perform sequential up-
dates, but I don’t see any empirical reasons to favor or disfavor this possibility. I leave
this as a theoretical choice.
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To see how this works concretely, let us take the sentence (8) with the
indexing as in (21a). The alternative sentence looks like (21b).

(21) a. There is one or more* students who read most” of the books.
b. There is one or more* students who read all* of the books.

It is crucial that the same variable x is used on one or more in (21a) and
(21b), which is taken to be an indefinite determiner here, while the vari-
ables on the scalar items are distinct. I assume that this is ensured by how
alternatives are constructed syntactically. That is, from the sentence (21a),
the alternative (21b) is constructed by keeping everything, including the
indices constant, except for the scalar item and the index on it.°

The sentences in (21a) and (21b) (without exh) are translated as (22a)
and (22b), respectively.

(22) a. student(x) A most”(book(y))(read(x, y))
b. student(x) A all*(book(z))(read(x, 2))

When exh is applied to (22a), the negation of the alternative (22b) is
processed after (22a). Then, the variable x in it acts as an anaphoric term,
because x is an old variable at F[ (21a) ] (whenever F[ (21a) ] # 0), although
it is new at F. Notice here that the Novelty Condition (qua condition on
speech acts) is not violated, because x is novel at F. The resulting file,
then, is the following:

F[(22a) ][-(22b) ]
g[x]g’ A g'(x) € #(student)
AMOST({o € @ |o € #(book)})
=< ¢g'|dge€F ({o€ 0 |oe€ #(book)A{(g'(x),0) € #(read)})
A —ALL({o € @ |0 € #(book)})
({o€ 0 |o0e #(book)A(g'(x),0) € #(read)})

This amounts to the following reading: there is a student x who read at

9Note that this does not hinge on the theory of alternatives we are tentatively adopting
here. Rather, it is an additional constraint that I am unable to derive from independent
principles. I believe other theories of alternatives similarly do not necessarily predict this
constraint. In fact, the structural theory of alternatives (Katzir 2007, Fox & Katzir 2011)
might allow alternatives to have different indices and overgenerate here.
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least most of the books, and it’s not the case that the same student x read all
of the books). Importantly, in the present account this is the only possible
reading of the sentence, as the same SI is predicted if exh applies within
the relative clause. Thus, the problematic SI cannot be generated here,
and the existential problem does not arise.

4 Modals

So far so good. Interestingly, however, not all existential quantifiers give
rise to the existential problem. Specifically, we observe that among exis-
tential quantifiers in the modal domain, that is, possibility modals, there
are ones that behave differently from indefinite DPs. That is, sentences of
the form <(...some/most...) where < is a root possibility modal do give
rise to SIs such that =<(. .. all...) holds. To see this more concretely, con-
sider (23), where the relevant existential modal is the deontic possibility
modal allowed.™

(23)  John is allowed to read most of the books.
~» —1(John is allowed to read all of the books)

One can infer from this sentence that John is not allowed to read all of the
books. A HDT confirms this observation.

(24) a. Either John is allowed to read most of the books, or he can
choose whether to read most of them or all of them.
b. Either John is only allowed to read most; of the books, or he
can choose whether to read most of them or all of them.

Both of these sentences seem to be acceptable. Similarly, the following
question-answer pair points to the same conclusion:

(25)  A: IsJohn allowed to read all of these books?
B: He’s allowed to read most of them, so no.
B’: He’s only allowed to read most; of them, so no.

Other root possibility modals also give rise to SIs that =<(...all...), for

% (23) has more SIs, which is due to the fact that allowed is also a scalar item. We will
not discuss these SIs to simplify the discussion. See Fox 2007, Chemla 2009 and Romoli
2012.
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example, other deontic possibility modals, as in (26), and ability modals,
as in (27). As above, we are only interested in the narrow scope reading
of the scalar item.

(26) a. You may eat most of the cookies.
~» =(You may eat all of the cookies)

b. You can keep most of this money.
~» =(You can keep all of this money)

(27) a. Icanread most of these papers by tomorrow.
~» —(I can read all of these papers by tomorrow)
b. John is able to finish some of the work.
~~» =1(John is able to finish all of the work)

It is furthermore observed that there is variation among modals. Specif-
ically, epistemic possibility modals differ from root possibility modals in
this respect, and pattern with indefinite DPs. For example, the sentences
in (28) do not seem to have the SI =<(...all...), that is, they do not have
SIs to the effect that the speaker considers it impossible that John read all
of these books. Rather, the intuitively available reading is one where the
SI seemingly takes scope below the modal.

(28) a. John might have read most of these books.
b. It is possible that John read most of these books.

This is confirmed with a HDT as in (29), and a question-answer pair test
as in (30)."

(29) #Either John might have read most of these books, or all we know
is that he read at least most, possibly all of them.
(30) Q: Do you think it’s possible that John read all of the books?

A: #He might have read most of them, so no.

To summarize the observations, indefinite DPs and epistemic possibility
modals do not give rise to SIs that involve negated existential quantifiers,

“Unfortunately, the corresponding sentences with overt only cannot be constructed,
due to restrictions on the scope of only relative to epistemic modals. Yet, the judgments
seem to be reasonably robust.
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while root possibility modals do. In order to account for this difference,
I claim that indefinite DPs and epistemic possibility modals denote vari-
ables, while root possibility modals are always interpreted as existential
quantifiers, even in alternatives. I will demonstrate below that File Change
Semantics offers a way to model this difference.

4.1 Epistemic Modals
Let us first tackle epistemic possibility modals, which work like indefinite
DPs with respect to the existential problem of SIs.

It is known that modals have anaphoric properties, just like quantifi-
cational DPs. Anaphora in the modal domain is often discussed under
the rubric of modal subordination (Roberts 1987, Geurts 1999, Stone 1999,
Brasoveanu 2007, 2010a,b, Sudo 2014)." The phenomenon of modal sub-
ordination itself is not of particular interest here, but to illustrate, consider

(31).
(31)  John might come. John would bring a bottle of sake with him.

The meaning of the second sentence of (31) depends on might in the first
sentence: might introduces the possibility that John will come, and the
second sentence elaborates on this possibility by saying that if he comes
he will bring a bottle of sake with him.

There are several theories of modal subordination in the literature, but I
adopt here the idea of Stone (1999) and Brasoveanu (2010a) and postulate
variables over sets of possible worlds (see also Sudo 2014). The theoretical
choice here is largely arbitrary, however, and as far as I can see, nothing
in the idea below crucially relies on this theory of modal subordination.
That is, the only crucial part of the idea is that might is an indefinite in
the modal domain.™

Let us see a concrete example. The first conjunct of (31), for example,
can be given the following meaning, where « is a variable over sets of
possible worlds, functioning as the modal base for the epistemic modal.

The term modal subordination is often used to refer also to pronominal anaphora
mediated by modal anaphora, for example, John might bring a bottle of sake with him.
But he wouldn’t share it with us. Such complex cases are not of our concern here.

3This, however, means that we could not use the theory of epistemic modals as tests
due to Veltman (1996).
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We assume John is a rigid designator denoting j, and assignments are
functions from variables over objects ¥, and variables over sets of pos-
sible worlds ¥, to objects ¢ and possible worlds #'. In addition, .# is
parametrized to a possible world. Dox is the set of doxastic alternatives
for the speaker. As with indefinite DPs, I assume that might is subject to
the Novelty Condition, requiring at the speech act level that it introduce
a new discourse referent.

(32)  F[might®(come(j))]
{geF|Iweg(w)(j< £, (come))} if w € dom(F)

B { g’ 3¢ < F(glwlg’ A g'(w) € Dox, } if w ¢ dom(F)

AVw € g(w)(j € #,(come)))
In order for this analysis to be complete, some presuppositions need to be
added. For instance, whenever old, w should be a set of epistemic possi-
bilities, rather than any set of possible worlds. One could also state the
meaning of mood as a presupposition, for example, indicative mood pre-
supposes that the actual world might be in w. To avoid unnecessary clut-
ter, I will omit these presuppositions here.

The important aspect of this analysis is that might introduces a new set
of epistemic possibilities, which later sentences can anaphorically refer
back to. In the above example, would refers to the possibilities that John
will come and discard all the assignments but g such that in all w € g(w)
John will bring a bottle of sake in w.

(33) F[would,(sake(x) A bring(j, x))]
={geF|Vwe g(w)(g(x) € g, (sake) A (j, g(x)) € 4, (bring)) }

Let us now combine this analysis of epistemic modals and our analysis
of SIs developed in the previous section. Sentences like (28) above are,
then, predicted to lack SIs of the form (7b), on the assumption that the
variable associated with the epistemic possibility modal stays the same in
the alternative. This is shown more concretely in (34).

(34)  F[exh(might®(most*(book(x))(read(x,j))))]
= F[might®(most*(book(x))(read(x, j)))]
[=(might®(all’ (books)(Ax.read(j)(x))))]
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As in the case of indefinite DPs, it is crucial that might in the asserted
sentence has a new variable w, and the same variable «w appears on might
in the alternative. This is again assumed to be ensured by the syntax of
alternatives. (34) will result in the following set of assignments.

glwlg’ A g'(w) € Dox,
AVw € g'(w)(MOST({o € 0 | 0 € .£,(book) })
g'|dgeF ({o€0|0e€.#,(book)A(j,0) €., (read)}))
A=Yw € g'(w)(ALL({o € 0 | 0 € £, (book) })
({o€ 0 |0e £, ,(book)A(j,0) €2, (read)}))

In words, there is an epistemic possibility that John read most of the books
where it is not the case that John read all of the books.™ The SI here there-
fore corresponds to (7a), and the SI of the form (7b) cannot be derived in
the present system.

4.2 Root Modals

Now, what about root possibility modals, which do give rise to SIs that
—<(...all...), unlike epistemic modals and indefinite DPs? Although I do
not have a satisfactory answer at the moment as to why root modals are
different in this particular way from epistemic modals, the framework we
are assuming at least offers a way to capture their behavior. Specifically, I
propose that unlike epistemic possibility modals, root possibility modals
always perform random assignment. This is shown by (35) for deontic
possibility, where DEON is the set of deontically ideal worlds.™

'4In the above representation, — takes scope over the universal quantification over pos-
sible worlds, which is arguably too weak. However, assuming that this universal quantifi-
cation is associated with a homogeneity requirement, the SI becomes adequately strong.
That is, the homogeneity requirement says that either of the following is the case: (i) in
all the worlds in g’(w) John reads all of the books; or (ii) in none of the worlds does
John read all of the books. Since the SI here is only compatible with (ii), and one con-
cludes that, as desired. This assumption about homogeneity is not at all far-fetched, as
the universal quantifier here is due to plural predication of possible worlds and plural
predication in natural language generally gives rise to such homogeneity effects. For in-
stance, It is not the case that John read the books seems to entail that John read none of
the books.

>This, of course, is a gross oversimplification of the meaning of deontic modals. See
Kratzer 1981, 1991 in particular. Although I do not see any obstacle in adopting Kratzer’s
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(35)  F[allowed®(come(j))]
:{g, dg € F(glw]g’ A g'(w) € DEON }

AVw € g(w)(j € 4,(come)))
This meaning will derive the desired reading for (23) that John is allowed
to read most of the books and he is not allowed to read all of the books,
which involves an SI of the form (7b). More specifically, after processing
the asserted sentence John is allowed® to read most of the books against
file F, we obtain the following file F’:

g[wlg’ A g'(w) S DEON
F'={ g'|3geF| AVwe g'(w)(MOST({o<€ 0|0 < #,(book)})
({o€0|o0e€.£,(book)A(j,0) €., (read)}))

Now we process the negation of the alternative sentence John is allowed®
to read all of the books, and obtain the following file:

g'lwlg” Ag"(w) S DEON
g eF |-3g"| AVwe g"(w)(ALL({o€ 0 |oe€ .#,(book)})
({o€0|oe€.£,(book)A(j,0) €2, (read)}))

Importantly, w here is again used to perform random assignment. Conse-
quently, each g’ in this file maps w to a set of deontically ideal worlds in
which John reads most of the books, and additionally, it is ensured that
there’s no way to assign w a set of deontically ideal worlds in which John
reads all of the books, because such assignments are culled out by the SI.™

ideas in our current framework, I will assume the simplistic semantics here too keep the
exposition simple. Also, this analysis does not predict that root modals cannot participate
in modal subordination, as modal subordination is about anaphora about the domain
of quantification. I do not represent the domain of quantification here explicitly, which
would require a different variable and complicate the exposition. In a complete theory of
modals and quantifiers, such domain variables need to be represented. See, for example,
Brasoveanu 2007, 2010b,a. I thank Christopher Pifion for related discussion.

°If one believes that the embedded SI is also available for sentences like (23), one
could resort to one’s favorite way of accounting for embedded SIs. In the current set
up, exh can simply take scope in the infinitival clause to yield this reading. Since the
availability of embedded SIs is not the main concern of the present paper, I will remain
uncommitted to this issue here.



The Existential Problem of Scalar Implicatures 241

5 Conclusions and Further Issues

In the present paper I have made two main observations: (i) sentences of
the form 3...some/most... where 7 is an indefinite DP or an epistemic
possibility modal lack the negation of 3...all... as a (potential) SI, but
(ii) this SI is observed when 3 is a root modal. To account for (i), I pur-
sued the following idea: indefinites DPs and epistemic modals introduce
variables to the discourse, which denote new discourse referents in the
asserted sentence but behave as anaphoric terms in the negated alterna-
tive sentences. As for the issue (ii), I proposed that root possibility modals
do not introduce variables to the discourse. Rather, they are existential
quantifiers, and always perform random assignment.

Admittedly, this account of (ii) is still preliminary, as it is essentially
a lexical stipulation made just to account for what is observed and lacks
independent justification. Differences between epistemic vs. root modals
are a very well discussed topic (cf. Ross 1969, Perlmutter 1971, Jackendoff
1972, Brennan 1993, von Fintel & Iatridou 2003, Hacquard 2006, 2011), and
I hope the present analysis will eventually relate to the insights offered by
this body of literature, and lead to a deeper explanation of their syntax
and semantics. This issue is left for future research.

Another remaining issue that is set aside in the present paper is the
interactions between SlIs and other types of quantifiers than indefinites.
That is, it is natural to extend the ideas of the present paper to sentences
like the following.

20% of the students read most of the books.

(36) a.
b. Most of the students read most of the books.

(37) a. John is likely to have read most of the books.
b. John has probably read most of the books.

The reason why I am not discuss these cases here is because those quan-
tifiers come with their own Sls, giving rise to independent problems of
multiple scalar items discussed by Fox (2007), Chemla (2009) and Romoli
(2012) (as mentioned already in footnote 10). It is expected that the per-
spective of the present dynamic semantic account provides new insights
into this issue, which is left for another occasion.
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